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Abstract. Machine learning techniques are increasingly successful in image-based diagnosis, disease prognosis, and risk assessment. Transfer learning has emerged as a new machine learning framework that uses knowledge from similar learning tasks and domains to increase the performance of a target learning task. Very recently transfer learning has started to be investigated in medical imaging. This paper highlights new research directions related to machine and transfer learning in medical imaging.
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1. Introduction

The applications of machine learning to medical engineering and in particular medical image processing have attracted a lot of attention in recent years [12, 13]. Machine learning has opened new ways to extract and interpret the informational content of medical images. Techniques based on machine learning, through a process called training – learning from examples – create models which are capable to identify, classify, and label the image content. These models can be used for computer aided diagnosis, image-based disease prognosis, etc., in general, these models can support the entire clinical imaging workflow, from screening and diagnosis to patient stratification, therapy planning, intervention and follow-up.

There are two major challenges to overcome when applying machine learning methods for medical image analysis. First, the amount of labeled medical data is typically very limited, and a classifier cannot be effectively trained to attain high performance. Second, medical domain knowledge is required to identify representative features in data for performing various tasks, such as disease detection. In the medical domain, training data are generally difficult to acquire because the manual labeling is a complex and time-consuming activity. These limitations are restraining the applications of machine learning in biomedical research and in clinical practice.
An approach to these limitations is to apply a popular machine learning framework, namely transfer learning.

Developing machine learning techniques for medical image analysis has been a hot research topic in the recent years. Only very recently the subfield of transfer learning is getting some attention in the medical image analysis research community [3, 4, 5].

2. Machine Learning

In the recent years, machine learning had quite some successful applications in different areas, such as speech and hand-write recognition, medical diagnosis, computational biology, medical surgery, astronomy, stock market analysis, image processing and recently medical image analysis. Its success can largely be explained by the increasing availability of empirical data and computational power.

Most of the machine learning tasks are supervised in the sense that the learning consists of inferring a model from training data. The training data is formed by a set of examples, each example being a pair made by an input object and a desired output. A supervised learning algorithm analyzes the training data and produces an inferred function, a model which is called a classifier (if the output is discrete) or a regression function (if the output is continuous. The inferred function should predict the correct output value for any valid input object. This requires the learning algorithm to generalize from the training data to unseen situations in a ”reasonable” way.

![Figure 1: Supervised machine learning. A supervised learning algorithm analyzes the training data and produces a model which is used to make predictions and take decisions.](image)

An important issue that machine learning has to address in many real-world situations, is the limited availability of labeled data used for model training (since this requires either time-consuming and costly laboratory experiments or interactions with a human user).
3. Transfer Learning

Transfer learning has emerged as a new machine learning framework that investigates how to recognize and apply knowledge and skills learned in previous tasks to novel tasks in new domains [1, 2]. It is motivated by human learning, people can intelligently apply knowledge learned previously to solve new problems faster or with better solutions. It is inspired by the research on transfer of learning in psychology, more specifically on the dependency of human learning on prior experience. For example, learning a new language is easier if you speak five languages than when you start your first new language. You use knowledge and experience of the languages that you already know for learning faster and better a new language. The psychological theory of transfer of learning implies the similarity between tasks. In a related way, transfer learning in machine learning assumes similarity between models of different tasks. The transfer learning setting includes a source and a target domain and its corresponding learning tasks. The idea behind transfer learning is that the involved domains share some common latent information (transfer factors/components), which can be exploited by using different techniques as the bridge for knowledge transfer.

Knowledge is extracted from the source domain and transferred to the target domain in order to improve the learning of the target predictive function or make the learning task easier in some way. For example, if very little training data is available in the target domain, and the training data is plentiful in another related domain, transfer learning, if done successfully, can leverage information from the source domain to improve the performance of learning in the target domain.

3.1. Terminology

With respect to terminology, terms such as multi-task learning, domain adaptation, domain generalization, covariate shift, target shit, transferred dimensionality reduction, etc., refer to different data settings and situations but they can all be put under the umbrella of the general transfer learning term.

4. Transfer Learning Approaches

The approaches to transfer learning can be divided into three major categories: 1) instance-transfer methods in which different weights are learned to rank training examples in a source domain for better learning in a target domain; 2) parameter-transfer methods in which the source and target model share some parameters or a prior/hyperprior distribution; and 3) feature-transfer methods which learn a common feature structure that can bridge the source and target domains for knowledge
transfer. In this section we discuss the last two types of approaches and their applicability to medical image analysis. We further discuss the combination of transfer learning with a recent and successful machine learning technique, namely deep learning.

4.1. Parameter-transfer methods

Parameter-transfer methods assume that the source and target model share some parameters which in the Bayesian approach reduces to sharing a prior/hyper-prior distribution. Examples of the Bayesian approach to transfer/multi-task learning are (Bakker and Heskes, 2003) where a mixture of Gaussians is used for the top of the hierarchy. This leads to clustering the tasks, one cluster for each Gaussian in the mixture. In [11] a hierarchical Gaussian Process [22] is derived with a normal-inverse Wishart distribution used at the top of the hierarchy. The normal-inverse Wishart distribution $\mathcal{IW}(\Sigma | \tau, \Sigma_0)$ is specified by means of the scale matrix $\Sigma_0$ with precision $\tau$ and mean $\mu_0$ with precision $\pi$, and it is chosen since it is the conjugate prior for the multivariate distribution which is used for model parameters. In this way, many of the intractable computations can be performed analytically. The hierarchical prior was used to sample model parameters in order to enforce a similar structure for the utility function of each individual subject.

Let us assume we have to model and learn multiple dependent functions. The functions we need to learn share something in common: for example, this can be the mean of those functions and the local smoothness. Associated with each function we have some observations. Furthermore each function $f$ depends on some parameters $\theta$. We can implement multi-task learning using hierarchical modeling in which the individual parameters $\theta$s depend on some common parameter $\alpha$. We used hierarchical modeling to derive a method for gathering data from other users in a prior information for a new user. This approach has also been shown to work in speech recognition [19, 20].

The Bayesian approach to transfer learning assumes the parameters of individual models to be drawn from the same prior distribution.

4.2. Feature-transfer methods

Feature-transfer methods address the mismatch between source and target data distributions. Source knowledge is used for learning a good feature representation in the target space.

Transfer Component Analysis (TCA) [21] is a feature-transfer technique that can deal with non-linearities and complex changes in the data. TCA learns a shared subspace by minimizing the dissimilarities across domains, while maximally preserving
the data variance.

In [16] Multi-TCA, an extension of TCA to multiple domains, and Multi-SSTCA, an extension of TCA for semi-supervised learning were proposed. The basic idea of domain adaptation techniques is to make the source and target data distributions as similar as possible and in the same time preserve properties of the original data. This idea is implemented by learning a shared subspace between the source and target data. Standard machine learning methods, such as support vector machine, random forest, penalized least squares regression, decision trees, ensemble learning, etc., can be used in this subspace to train classifiers or regression models across domains. Let $X_S$ and $X_T$ be the data from source and target domains respectively, and let $P(X_S)$ and $P(X_T)$ be the source and target data probability distributions. TCA assumes that $P(X_S) \neq P(X_T)$. This assumption holds in many medical contexts when data comes from different patients or the medical image data is obtained with different modalities. The basic idea of TCA and related domain adaptation techniques is to assume a transformation $\phi : \mathcal{X} \rightarrow \mathcal{H}$ induced by a universal kernel, where $\mathcal{H}$ is a Reproducing Kernel Hilbert Space (RKHS) (Hofmann, et al., 2008) such that $P(\phi(X_S)) \approx P(\phi(X_T))$. The mapping $\phi$ is determined such that: 1) the distance between the marginal distributions $P(\phi(X_S))$ and $P(\phi(X_T))$ is small; and 2) the variance of the original data is preserved (this constraint is similar to Principal Component Analysis). Instead of finding $\phi$ explicitly, the corresponding kernel matrix [17] associated with $\phi$ is learned and all the computations are performed using kernels.

In order to make the distributions of data from source and target domains close to each other, a distance measure between distributions is needed. Many criteria, such as the Kullback-Leibler (KL) divergence, can be used. However, many of these criteria are parametric, an intermediate density estimate is usually required, and then matching the real data distribution to the parametric. To avoid such a non-trivial task, a non-parametric distance estimate between distributions is more desirable. Maximum Mean Discrepancy (Gretton, Borgwardt et al, 2007) is a criterion for comparing distributions based on a RKHS which combines very well with the idea of TCA of mapping the data in a RKHS space. The distance between source and target data distributions is estimated by the distance between the means of the two samples mapped into a RKHS.

5. Deep learning

Deep learning [18] is a composite model of neural networks which is recently very successful and is shown to achieve substantial improvements in classifying images, audio, and speech data. An autoencoder is an artificial neural network used to learn
A compressed, distributed representation (encoding) for a set of data. A stacked autoencoder is a neural network consisting of multiple layers in which the outputs of each layer is wired to the inputs of the successive layer. All deep learning models require a substantial amount of training instances to avoid the problem of overfitting.

Deep learning has been proven to be very successful in classifying images, audio, and speech data and is getting attention in medical image analysis [15, 6].
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