An equivalence relation is defined in the set of fuzzy numbers. In a particular equivalence class, arithmetic operations of fuzzy numbers are introduced. A fuzzy matrix with respect to a particular class and its associated crisp matrices are also introduced. The concept of equivalence class is applied in fuzzy decision-making problems and justified through a numerical example.
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1. Introduction

Since the discovery of fuzzy sets, the arithmetic operations of fuzzy numbers (Zadeh [7, 8]) which may be viewed as a generalization of interval arithmetic (Moore [5]) have emerged as an important area of research within the theory of fuzzy sets (Mizumoto and Tanaka [4], Dubois and Prade [2]). The arithmetic operations of fuzzy numbers have been performed either by extension principle [7, 8] or by using alpha cuts as discussed by Dubois and Prade [2]. If two triangular (linear) fuzzy numbers are added or subtracted by applying extension principle, then the result is again a triangular fuzzy number. However, when we take other operations like multiplication or division, then the result is not a linear triangular fuzzy number. Thus these operations are not closed in the sense that operations of two same types (triangular/trapezoidal, etc.) of fuzzy numbers may not necessarily result in fuzzy number of that type (triangular/trapezoidal, etc.). Hence it is cumbersome to find the membership function of the arithmetical operations of large number of fuzzy numbers (may be of same type) by these principles. In the present paper, an attempt is made to overcome such type of difficulties. In Section 3, a relation between two fuzzy numbers is defined and it has been proved that this relation divides the whole set of fuzzy numbers into equivalence classes. In Section 4, arithmetic operations in a particular class are defined. These operations are different from the arithmetic operations of fuzzy numbers, developed by extension principle or alpha cut. It has been proved and also verified through examples that these arithmetic operations are closed in their respective
classes (e.g., product of two triangular fuzzy numbers in a particular class results in a triangular fuzzy number of the same class).

\([\mu]\)-fuzzy matrix and arithmetic operations of \([\mu]\)-fuzzy matrices are introduced in Section 5. Some properties such as definiteness, symmetry of \([\mu]\)-fuzzy matrices (these are useful to formulate quadratic programming) are discussed.

To make these concepts of equivalence class, arithmetic operations in a particular class and \([\mu]\)-fuzzy matrix useful in practical sense, an attempt is made to apply it in fuzzy decision-making problems. Fuzzy decision making was discovered by Bellman and Zadeh \([1]\) and a lot of work has been done by many researchers like Zimmermann \([9]\), Werners \([6]\), and so forth to solve fuzzy decision-making problems using different types of defuzzification methods. In this paper, a different type of solution method for fuzzy decision-making problem has been developed without defuzzifying it. In any defuzzification method, solution of a fuzzy decision-making problem does not involve the aspiration level of the fuzzy numbers present in the problem. But in our solution method, each aspiration level corresponds to a solution. We have considered a fuzzy decision-making problem whose coefficients are fuzzy numbers belonging to a particular class. A general fuzzy decision-making problem in matrix form is formulated and its solution method is given in Section 6. The methodology is verified for fuzzy quadratic programming problem.

Throughout this paper, we have considered the set of all fuzzy numbers with compact support and also LR type.

2. Some preliminary results on fuzzy numbers

Definition 2.1 (fuzzy number). A fuzzy number is a fuzzy subset of the real line \(\mathbb{R}\) which is convex and normal.

Let \(F\) be the set of all fuzzy numbers which are upper semicontinuous and have compact support. The support of a fuzzy number \(\tilde{a}\) with membership function \(\mu_{\tilde{a}} : \mathbb{R} \rightarrow [0,1]\) is denoted by \(\text{supp}(\tilde{a})\), where \(\text{supp}(\tilde{a}) = [l_a, r_a]\) and

\[
\mu_{\tilde{a}}(t) = \begin{cases} 
\mu_{\tilde{a}L}(t), & l_a \leq t \leq a_* , \\
1, & a_* \leq t \leq a^*, \\
\mu_{\tilde{a}R}(t), & a^* \leq t \leq r_a , \\
0, & \text{otherwise.}
\end{cases}
\]  

(2.1)

\(\mu_{\tilde{a}L} : [l_a, a_* ] \rightarrow [0,1]\) is a continuous and strictly increasing function and \(\mu_{\tilde{a}R} : [a^*, r_a ] \rightarrow [0,1]\) is a continuous and strictly decreasing function. \(\mu_{\tilde{a}}(t) = 1\) for \(t \in [a_*, a^*]\) and is called the core of \(\tilde{a}\), denoted by \(\text{core}(\tilde{a})\). Symbolically, the fuzzy number \(\tilde{a}\) with compact support is represented by \(\tilde{a} = \langle l_a; a_*; a^*; r_a \rangle\).

Definition 2.2 (triangular fuzzy number). A fuzzy number \(\tilde{a} = \langle l_a; a_*; a^*; r_a \rangle\) is said to be a triangular fuzzy number if \(a_* = a^*\). Moreover, if the membership function \(\mu_{\tilde{a}}\) is such that \(\mu_{\tilde{a}L}\) and \(\mu_{\tilde{a}R}\) are linear, then \(\tilde{a}\) is a linear triangular fuzzy number.
Definition 2.3 (LR fuzzy number). A fuzzy number $\tilde{a}$ is of LR type if there exist reference functions $L$ and $R$, scalars $\alpha > 0$, $\beta > 0$ with

$$
\mu_{\tilde{a}}(t) = \begin{cases} 
L\left(\frac{a_* - t}{\alpha}\right), & t \leq a_*, \\
1, & a_* \leq t \leq a^*, \\
R\left(\frac{t - a_*}{\beta}\right), & t \geq a^*.
\end{cases}
$$

(2.2)

$[a_*, a^*]$ is the core of $\tilde{a}$, $\alpha$ and $\beta$ are the left and right spreads, respectively. $L, R : \mathbb{R}^+ \to [0, 1]$ are decreasing shape functions. $L(0) = R(0) = 1, L(1) = R(1) = 0$ (or $L(t) > 0, R(t) > 0$, for all $t, L(-\infty) = R(+\infty) = 0$). An LR-type fuzzy number $\tilde{a}$ is represented by $\tilde{a} = \langle a_*; a^*; \alpha, \beta\rangle_{LR}$. Let $F^*$ denote the set of all LR fuzzy numbers.

Definition 2.4 (ranking of fuzzy numbers [3]). For $0 \leq \lambda \leq 1$, the $\lambda$-integral value of a fuzzy number $\tilde{a}$, denoted by $I_\lambda(\tilde{a})$, is

$$
I_\lambda(\tilde{a}) = \lambda R(\tilde{a}) + (1 - \lambda)L(\tilde{a}),
$$

(2.3)

where

$$
R(\tilde{a}) = \int_0^1 \mu_{\tilde{a}R}^{-1}(\alpha) d\alpha,
$$

(2.4)

$$
L(\tilde{a}) = \int_0^1 \mu_{\tilde{a}L}^{-1}(\alpha) d\alpha.
$$

For two fuzzy numbers $\tilde{a}$ and $\tilde{b}$, $\tilde{a} \preceq \tilde{b}$ (less than or equal to in fuzzy sense) if and only if $I_\lambda(\tilde{a}) \leq I_\lambda(\tilde{b})$ for $0 \leq \lambda \leq 1$.

The next section is devoted to define equivalence class in the set of fuzzy numbers.

3. Equivalence class in fuzzy numbers

Before introducing an equivalence relation, we define the domain of a fuzzy number in $F$ and $F^*$ as follows.

(1) Suppose $\tilde{a} = \langle l_a; a_*; a^*; r_a\rangle$ and $\tilde{b} = \langle l_b; b_*; b^*; r_b\rangle$ are two fuzzy numbers in $F$ with membership functions $\mu_{\tilde{a}}$ and $\mu_{\tilde{b}}$, respectively. The domains of $\tilde{a}$ and $\tilde{b}$ are $D_{\tilde{a}}$ and $D_{\tilde{b}}$, respectively, which are real lines and can be represented by

$$
D_{\tilde{a}} = (-\infty, l_a) \cup [l_a, r_a] \cup (r_a, \infty),
$$

$$
D_{\tilde{b}} = (-\infty, l_b) \cup [l_b, r_b] \cup (r_b, \infty).
$$

(3.1)
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Let $f : \tilde{D}_a \to \tilde{D}_b$ be defined as

$$f(t) = \begin{cases} 
  t + l_b - l_a, & t \leq l_a, \\
  \frac{b_*(t - l_a) + l_b(a_* - t)}{a_* - l_a}, & l_a \leq t \leq a_*, \\
  \frac{b^*(t - a_*) + b_* (a^* - t)}{a_* - a_*}, & a_* \leq t \leq a^*, \\
  \frac{r_b(t - a^*) + b^* (r_a - t)}{r_a - a_*}, & a^* \leq t \leq r_a, \\
  t + r_b - r_a, & t \geq r_a.
\end{cases} \quad (3.2)$$

(II) Suppose $\tilde{a}$ and $\tilde{b}$ are in $F^*$, $\tilde{a} = \langle a_*; a^*; \alpha, \beta \rangle_{LR}$, and $\tilde{b} = \langle b_*; b^*; \alpha, \beta \rangle_{LR}$. Then

$$D_{\tilde{a}} = (-\infty, a_* - \alpha) \cup [a_* - \alpha, a_* + \beta] \cup (a_* + \beta, \infty),$$
$$D_{\tilde{b}} = (-\infty, b_* - \alpha) \cup [b_* - \alpha, b_* + \beta] \cup (b_* + \beta, \infty). \quad (3.3)$$

In this case, $f : \tilde{D}_a \to \tilde{D}_b$ can be defined as in (3.2), just by replacing $l_a$ by $a_* - \alpha$, $l_b$ by $b_* - \alpha$, $r_a$ by $a_* + \beta$, and $r_b$ by $b_* + \beta$.

It is not hard to see that $f$ is bijective in both cases.

**Definition 3.1.** For $\tilde{a}, \tilde{b} \in F$ (or $F^*$), define a relation $\equiv$ between $\tilde{a}$ and $\tilde{b}$ ($\tilde{b}$ is said to be related to $\tilde{a}$ by the relation $\equiv$) as

$$\tilde{a} \equiv \tilde{b} \quad \text{iff} \quad \mu_{\tilde{a}}(t) = \mu_{\tilde{b}}(f(t)). \quad (3.4)$$

**Example 3.2.** Let $\tilde{a}(1; 2, 4), \tilde{b}(2, 5; 7) \in F$ be two linear triangular fuzzy numbers. Then

$$\mu_{\tilde{a}}(t) = \begin{cases} 
  t - 1, & 1 \leq t \leq 2, \\
  2 - \frac{t}{2}, & 2 \leq t \leq 4, \\
  0, & \text{otherwise},
\end{cases} \quad \mu_{\tilde{b}}(t) = \begin{cases} 
  \frac{t - 2}{3}, & 2 \leq t \leq 5, \\
  \frac{7 - t}{2}, & 5 \leq t \leq 7, \\
  0, & \text{otherwise},
\end{cases} \quad (3.5)$$

$$f(t) = \begin{cases} 
  t + 1, & t \leq 1, \\
  3t - 1, & 1 \leq t \leq 2, \\
  t + 3, & t \geq 2.
\end{cases}$$

For all $t$, $\mu_{\tilde{a}}(t) = \mu_{\tilde{b}}(f(t))$. Hence $\tilde{a} \equiv \tilde{b}$. 
Example 3.3. \( \tilde{a} = (2; 1, 2)_{L^* R^*}, \tilde{b} = (5; 1, 2)_{L^* R^*} \) are two fuzzy numbers in \( F^* \). \( L^*(t) = (1 + t^2)^{-1}, R^*(t) = e^{-t}. \) Then

\[
\mu_{\tilde{a}}(t) = \begin{cases} \frac{1}{1 + (2 - t)^2}, & t \leq 2, \\ e^{-(t - 2)/2}, & t \geq 2, \end{cases}
\]

\[
\mu_{\tilde{b}}(t) = \begin{cases} \frac{1}{1 + (5 - t)^2}, & t \leq 5, \\ e^{-(t - 5)/2}, & t \geq 5, \end{cases}
\]

\( f(t) = t + 3 \) and \( \mu_{\tilde{a}}(t) = \mu_{\tilde{b}}(t + 3) \). Hence \( \tilde{a} \equiv \tilde{b} \).

**Theorem 3.4.** \( \equiv \) is an equivalence relation in \( F \).

**Proof.** Let \( \tilde{a}, \tilde{b}, \tilde{c} \in F, \tilde{a} = (l_a; a_\ast; a_\ast; r_a), \tilde{b} = (l_b; b_\ast; b_\ast; r_b), \) and \( \tilde{c} = (l_c; c_\ast; c_\ast; r_c) \).

(i) Obviously, \( \equiv \) is reflexive.

(ii) Let \( \tilde{a} \equiv \tilde{b} \), that is, \( \mu_{\tilde{a}}(t) = \mu_{\tilde{b}}(f(t)) \), where \( f \) is defined as in (3.2). Since \( f \) is bijective, \( f^{-1} : D_{\tilde{b}} \to D_{\tilde{a}} \) exists and is defined as

\[
f^{-1}(t) = \begin{cases} t + l_a - l_b, & t \leq l_b, \\ \frac{a_\ast(t - l_b) + l_a(b_\ast - t)}{b_\ast - l_b}, & l_b \leq t \leq b_\ast, \\ \frac{a_\ast(t - b_\ast) + a_\ast(b_\ast - t)}{b_\ast - b_\ast}, & b_\ast \leq t \leq b_\ast, \\ \frac{r_a(t - b_\ast) + a_\ast(r_b - t)}{r_b - b_\ast}, & b_\ast \leq t \leq r_b, \\ t + r_a - r_b, & t \geq r_b. \end{cases}
\]

It is easy to see that \( f^{-1}(f(t)) = f f^{-1}(t) = t \) for each \( t \). Also

\[
\mu_{\tilde{a}}(f^{-1}(t)) = \begin{cases} \mu_{\tilde{a}L}(f^{-1}(t)), & l_a \leq f^{-1}(t) \leq a_\ast, \\ 1, & a_\ast \leq f^{-1}(t) \leq r_a, \\ \mu_{\tilde{a}R}(f^{-1}(t)), & a_\ast \leq f^{-1}(t) \leq r_a, \\ 0, & \text{otherwise} \end{cases}
\]
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\[
\begin{aligned}
\widetilde{\mu}_{bL} & = \left\{ \begin{array}{ll}
\frac{b_s(f^{-1}(t) - l_a) + l_b(a_* - f^{-1}(t))}{a_* - l_a}, & l_a \leq f^{-1}(t) \leq a_* , \\
1, & a_* \leq f^{-1}(t) \leq a^*, \\
\frac{r_b(f^{-1}(t) - a^*) + b_*(r_a - f^{-1}(t))}{r_a - a^*}, & a^* \leq f^{-1}(t) \leq r_a , \\
0, & \text{otherwise}
\end{array} \right. \\
\widetilde{\mu}_{bR}(t) & = \left\{ \begin{array}{ll}
\mu_{\tilde{b}_L}(t), & l_b \leq t \leq b_* , \\
1, & b_* \leq t \leq b^* , \\
\mu_{\tilde{b}_R}(t), & b^* \leq t \leq r_b , \\
0, & \text{otherwise}
\end{array} \right. \\
= \mu_{\tilde{b}}(t).
\end{aligned}
\] (3.8)

Hence \( \tilde{b} \equiv \tilde{a} \), that is, \( \equiv \) is symmetric.

(iii) Let \( \tilde{a} \equiv \tilde{b} \) and \( \tilde{b} \equiv \tilde{c} \). \( f : D_{\tilde{a}} \rightarrow D_{\tilde{b}} \) is as defined in (3.2) and \( g : D_{\tilde{b}} \rightarrow D_{\tilde{c}} \) is

\[
g(t) = \left\{ \begin{array}{ll}
t + l_c - l_b, & t \leq l_b , \\
\frac{c_s(t - l_b) + l_c(b_* - t)}{b_* - l_b}, & l_b \leq t \leq b_* , \\
\frac{c^*(t - b^*) + c_*(b^* - t)}{b^* - b_*}, & b_* \leq t \leq b^* , \\
\frac{r_c(t - b^*) + c^*(r_b - t)}{r_b - b_*}, & b^* \leq t \leq r_b , \\
t + r_c - r_b, & t \geq r_b,
\end{array} \right.
\] (3.9)

such that \( \mu_{\tilde{a}}(t) = \mu_{\tilde{c}}(f(t)), \mu_{\tilde{b}}(t) = \mu_{\tilde{c}}(g(t)) \). So \( \mu_{\tilde{a}}(t) = \mu_{\tilde{c}}(g(f(t))) = \mu_{\tilde{c}}((g_0f)(t)) \), where \( g_0f : D_{\tilde{a}} \rightarrow D_{\tilde{c}} \) is

\[
g_0f(t) = \left\{ \begin{array}{ll}
f(t) + l_c - l_b, & f(t) \leq l_b , \\
\frac{c_s(f(t) - l_b) + l_c(b_* - f(t))}{b_* - l_b}, & l_b \leq f(t) \leq b_* , \\
\frac{c^*(f(t) - b^*) + c_*(b^* - f(t))}{b^* - b_*}, & b_* \leq f(t) \leq b^* , \\
\frac{r_c(f(t) - b^*) + c^*(r_b - f(t))}{r_b - b_*}, & b^* \leq f(t) \leq r_b , \\
f(t) + r_c - r_b, & f(t) \geq r_b,
\end{array} \right.
\]
\[
\begin{align*}
\text{Hence } \tilde{\mu} \equiv \tilde{\nu}, \text{ that is, } \equiv \text{ is transitive.}
\end{align*}
\]

So \equiv is an equivalence relation in \( F \).

**Theorem 3.5.** \( \equiv \text{ is an equivalence relation in } F^* \).

**Proof.** Proof of this result is similar to the proof of Theorem 3.4.

The set of all the fuzzy numbers in \( F \) (or \( F^* \)), which are equivalent to each other by the relation \( \equiv \), is known as an equivalence class and we denote it by \([\mu]\). (In fact, the equivalence class \([\mu]\) contains all the fuzzy numbers with similar membership function \( \mu \).) Thus \([\mu]\) may be a triangular class, trapezoidal class, Gaussian class or a particular type of LR class, and so forth.

### 4. Arithmetic operations of fuzzy numbers in an equivalence class

Suppose \( \tilde{a}, \tilde{b} \in [\mu], \tilde{a} = \langle l_a; a_*; a^*; r_a \rangle \), and \( \tilde{b} = \langle l_b; b_*; b^*; r_b \rangle \in [\mu], \)

\[
\text{supp}(\tilde{a}) = [l_a, r_a], \quad \text{core}(\tilde{a}) = [a_*, a^*],
\]

\[
\text{domain of } \tilde{a} = D_{\tilde{a}} = (-\infty, l_a] \cup [l_a, r_a] \cup [r_a, \infty),
\]

\[
\text{supp}(\tilde{b}) = [l_b, r_b], \quad \text{core}(\tilde{b}) = [b_*, b^*],
\]

\[
\text{domain of } \tilde{b} = D_{\tilde{b}} = (-\infty, l_b] \cup [l_b, r_b] \cup [r_b, \infty).
\]

We now define the arithmetic operation \( \ast \) as follows:

\[
\tilde{a} \ast \tilde{b} = \tilde{c},
\]

where the fuzzy number \( \tilde{c} \) is defined as below:

\[
\text{supp}(\tilde{c}) = \text{supp}(\tilde{a}) \ast' \text{supp}(\tilde{b}) = [l_c, r_c], \quad \text{core}(\tilde{c}) = \text{core}(\tilde{a}) \ast' \text{core}(\tilde{b}) = [c_*, c^*].
\]

Here \( \ast' \) denotes the arithmetic operation of intervals corresponding to fuzzy arithmetic operation “\( \ast \)” (i.e., if \( \ast \) represents fuzzy multiplication, then \( \ast' \) represents multiplication
of intervals). The domain of \(\tilde{c}\) denoted by \(D_{\tilde{c}}\) or \(D_{\tilde{c}a}\) is

\[
D_{\tilde{c}} = (-\infty, l_c) \cup [l_c, r_c] \cup (r_c, \infty).
\]

(4.4)

**Theorem 4.1.** If \(\tilde{a}, \tilde{b} \in [\mu]\), then \(\tilde{a} \ast \tilde{b} \in [\mu]\).

**Proof.** Let \(\tilde{a}, \tilde{b} \in [\mu]\) and \(\tilde{a} \ast \tilde{b} = \tilde{c}\) is defined as above.

We define \(g : D_{\tilde{a}} \rightarrow D_{\tilde{a} \ast \tilde{b}}\) by

\[
g(t) = \begin{cases}
  t + l_c - l_a, & t \leq l_a, \\
  \frac{c_*(t - l_a) + l_c(a_* - t)}{a_* - l_a}, & l_a \leq t \leq a_*, \\
  \frac{c_* (t - a_*) + c_* (a_* - t)}{a_* - a_*}, & a_* \leq t \leq a^*, \\
  \frac{r_c(t - a_*) + c_* (r_a - t)}{r_a - a_*}, & a^* \leq t \leq r_a, \\
  t + r_c - r_a, & t \geq r_a.
\end{cases}
\]

(4.5)

The membership value of the fuzzy number \(\tilde{a} \ast \tilde{b}\) is defined as

\[
\mu_{\tilde{a} \ast \tilde{b}}(g(t)) = \mu_{\tilde{a}}(t).
\]

(4.6)

Since \(g\) is a bijective mapping, so

\[
\mu_{\tilde{c}}(t) = \mu_{\tilde{a} \ast \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)).
\]

(4.7)

Hence \(\tilde{a} \equiv \tilde{a} \ast \tilde{b}\), that is, \(\tilde{a} \ast \tilde{b} \in [\mu]\). This proves that \(\ast\) is closed in \([\mu]\). \(\square\)

Let us consider an example of fuzzy multiplication. We denote the multiplication of two fuzzy numbers by \(\otimes\).

**Example 4.2 (multiplication).** Consider the following two fuzzy numbers: \(\tilde{a} = (1; 3; 6; 7)\), \(\tilde{b} = (2; 3; 5; 8) \in [\mu]\). \([\mu]\) is a linear trapezoidal class. Then the membership functions of \(\tilde{a}\) and \(\tilde{b}\) are

\[
\mu_{\tilde{a}}(t) = \begin{cases}
  \frac{t - 1}{2}, & 1 \leq t \leq 3, \\
  1, & 3 \leq t \leq 6, \\
  7 - t, & 6 \leq t \leq 7, \\
  0, & \text{otherwise},
\end{cases} \quad \mu_{\tilde{b}}(t) = \begin{cases}
  \frac{t - 2}{2}, & 2 \leq t \leq 3, \\
  1, & 3 \leq t \leq 5, \\
  \frac{8 - t}{3}, & 5 \leq t \leq 8, \\
  0, & \text{otherwise},
\end{cases}
\]

(4.8)
We will evaluate \( \mu_{\tilde{a} \otimes \tilde{b}} \) as below.

(i) \( t \leq 2 \Rightarrow g^{-1}(t) \leq 1 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)) = 0 \).

(ii) \( 2 \leq t \leq 9 \Rightarrow 1 \leq g^{-1}(t) \leq 3 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)) = (g^{-1}(t) - 1)/2 = ((2t + 3)/7 - 1)/2 = (t - 2)/7 \).

(iii) \( 9 \leq t \leq 30 \Rightarrow 3 \leq g^{-1}(t) \leq 6 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)) = 1 \).

(iv) \( 30 \leq t \leq 56 \Rightarrow 6 \leq g^{-1}(t) \leq 7 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)) = 7 - g^{-1}(t) = 7 - (t + 126)/26 = (56 - t)/26 \).

(v) \( t \geq 56 \Rightarrow g^{-1}(t) \geq 7 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)) = 0 \).

On the other hand, we can define \( h : D_{\tilde{b}} \to D_{\tilde{a} \otimes \tilde{b}} \) by

\[
h(t) = \begin{cases} 
  t, & t \leq 2, \\
  7t - 12, & 2 \leq t \leq 3, \\
  \frac{21t - 45}{2}, & 3 \leq t \leq 5, \\
  \frac{26t - 40}{3}, & 5 \leq t \leq 8, \\
  t + 48, & t \geq 8.
\end{cases}
\]

(i) \( t \leq 2 \Rightarrow h^{-1}(t) \leq 2 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{b}}(h^{-1}(t)) = 0 \).

(ii) \( 2 \leq t \leq 9 \Rightarrow 2 \leq h^{-1}(t) \leq 3 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{b}}(h^{-1}(t)) = h^{-1}(t) - 2 = (t + 12)/7 - 2 = (t - 2)/(7) \).

(iii) \( 9 \leq t \leq 30 \Rightarrow 3 \leq h^{-1}(t) \leq 5 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{b}}(h^{-1}(t)) = 1 \).

(iv) \( 30 \leq t \leq 56 \Rightarrow 5 \leq h^{-1}(t) \leq 8 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{b}}(h^{-1}(t)) = (8 - h^{-1}(t))/3 = (8 - (3t + 40)/26)/3 = (56 - t)/26 \).

(v) \( t \geq 56 \Rightarrow h^{-1}(t) \geq 8 \). So \( \mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{b}}(h^{-1}(t)) = 0 \).

From both cases, it is clear that

\[
\mu_{\tilde{a} \otimes \tilde{b}}(t) = \begin{cases} 
  \frac{t - 2}{7}, & 2 \leq t \leq 9, \\
  1, & 9 \leq t \leq 30, \\
  \frac{56 - t}{26}, & 30 \leq t \leq 56, \\
  0, & \text{otherwise}.
\end{cases}
\]
This is the membership function of the fuzzy number $\tilde{a} \otimes \tilde{b} = (2; 9; 30; 56)$. Hence $\tilde{a} \otimes \tilde{b} \in [\mu]$.

To compare this arithmetic operation with the arithmetic operation by using extension principle, we state the following example.

*Example 4.3.* Consider a linear triangular class $[\mu]$. Suppose $\tilde{a} = (1; 2; 4)$, $\tilde{b} = (2; 5; 7) \in [\mu]$ are two linear triangular fuzzy numbers. The membership functions are given by

\[
\mu_{\tilde{a}}(t) = \begin{cases} 
    t - 1, & 1 \leq t \leq 2, \\
    2 - \frac{t}{2}, & 2 \leq t \leq 4, \\
    0, & \text{otherwise,}
\end{cases} \quad \mu_{\tilde{b}}(t) = \begin{cases} 
    \frac{t - 2}{3}, & 2 \leq t \leq 5, \\
    \frac{7 - t}{2}, & 5 \leq t \leq 7, \\
    0, & \text{otherwise.}
\end{cases}
\]

(I) The multiplication of $\tilde{a}$ and $\tilde{b}$ using the arithmetic operation as developed in Section 4.

We have $\text{supp}(\tilde{a} \otimes \tilde{b}) = [2, 28]$, $\text{core}(\tilde{a} \otimes \tilde{b}) = 10$, and $g : D_{\tilde{a}} \to D_{\tilde{a} \otimes \tilde{b}}$,

\[
g(t) = \begin{cases} 
    t + 1, & t \leq 1, \\
    8t - 6, & 1 \leq t \leq 2, \\
    9t - 8, & 2 \leq t \leq 4, \\
    t + 24, & t \geq 4.
\end{cases}
\]

Now we calculate $\mu_{\tilde{a} \otimes \tilde{b}}$:

(i) $t \leq 2 \Rightarrow g^{-1}(t) \leq 1$. So $\mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)) = 0$.

(ii) $2 \leq t \leq 10 \Rightarrow 1 \leq g^{-1}(t) \leq 2$. So $\mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)) = g^{-1}(t) - 1 = (t + 6)/8 - 1 = (t - 2)/8$.

(iii) $10 \leq t \leq 28 \Rightarrow 2 \leq g^{-1}(t) \leq 4$. So $\mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)) = 2 - g^{-1}(t)/2 = 2 - (t + 8)/18 = (28 - t)/18$.

(iv) $t \geq 28 \Rightarrow g^{-1}(t) \geq 4$. So $\mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(g^{-1}(t)) = 0$.

On the other hand, we can define $h : D_{\tilde{b}} \to D_{\tilde{a} \otimes \tilde{b}}$ by

\[
h(t) = \begin{cases} 
    t, & t \leq 2, \\
    \frac{8t - 10}{3}, & 2 \leq t \leq 5, \\
    9t - 35, & 5 \leq t \leq 7, \\
    t + 21, & t \geq 7,
\end{cases}
\]

and again calculate $\mu_{\tilde{a} \otimes \tilde{b}}$:

(i) $t \leq 2 \Rightarrow h^{-1}(t) \leq 2$. So $\mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{b}}(h^{-1}(t)) = 0$.

(ii) $2 \leq t \leq 10 \Rightarrow 2 \leq h^{-1}(t) \leq 5$. So $\mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(h^{-1}(t)) = (h^{-1}(t) - 2)/3 = ((3t + 10)/(8 - 2))/3 = (t - 2)/8$. 
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(iii) $10 \leq t \leq 28 \Rightarrow 5 \leq h^{-1}(t) \leq 7$. So $\mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(h^{-1}(t))/(7 - h^{-1}(t))/2 = (7 - (t + 35))/9/2 = (28 - t)/18$.

(iv) $t \geq 28 \Rightarrow h^{-1}(t) \geq 4$. So $\mu_{\tilde{a} \otimes \tilde{b}}(t) = \mu_{\tilde{a}}(h^{-1}(t)) = 0$.

Thus from both cases, it is clear that

$$\mu_{\tilde{a} \otimes \tilde{b}}(t) = \begin{cases} \frac{t - 2}{8}, & 2 \leq t \leq 10, \\ \frac{28 - t}{18}, & 10 \leq t \leq 28, \\ 0, & \text{otherwise}. \end{cases} \quad (4.15)$$

This is the membership function of the linear triangular fuzzy number $\tilde{a} \otimes \tilde{b} = (2; 10; 28)$.

(II) The multiplication of $\tilde{a}$ and $\tilde{b}$ using the extension principle.

By the extension principle of the arithmetic operations of fuzzy numbers, the multiplication of the two fuzzy numbers $\tilde{a}$ and $\tilde{b}$ with linear triangular membership functions as given in Example 4.3 would have been the following fuzzy number $\tilde{a} \otimes \tilde{b}$ say, whose membership function is given by

$$\mu_{\tilde{a} \otimes \tilde{b}}(t) = \begin{cases} \frac{1}{6}(\sqrt{12t + 1} - 5), & 2 \leq t \leq 10, \\ \frac{1}{4}(11 - \sqrt{4t + 9}), & 10 \leq t \leq 28, \\ 0, & \text{otherwise}. \end{cases} \quad (4.16)$$

Here $\mu_{\tilde{a} \otimes \tilde{b}}$ is a nonlinear membership function even though the two given fuzzy numbers were linear triangular. That is, the multiplication of two linear triangular fuzzy numbers is not a linear triangular fuzzy number by the usual fuzzy multiplication. But in (I), it has been verified that multiplication of two linear triangular fuzzy numbers is a linear triangular fuzzy number.

Scalar multiplication. The scalar multiplication between a crisp number $\alpha$ and a fuzzy number $\tilde{a} = (l_a; a_*; a^*; r_a)$ with $\mu_{\tilde{a}}$ as membership function is done as follows.

(i) If $\alpha \geq 0$, then $\alpha \tilde{a} = (\alpha l_a; \alpha a_*; \alpha a^*; \alpha r_a)$, here a map $f : D_{\tilde{a}} \rightarrow D_{\alpha \tilde{a}}$ can be defined as in Theorem 4.1 and the membership function is given by $\mu_{\alpha \tilde{a}} = \mu_{\tilde{a}}(f^{-1}(t))$.

(ii) If $\alpha < 0$, then $\alpha \tilde{a} = (\alpha r_a; \alpha a^*; \alpha a_*; \alpha l_a)$ here again a map $f : D_{\tilde{a}} \rightarrow D_{\alpha \tilde{a}}$ can be defined as in Theorem 4.1 and the membership function is given by $\mu_{\alpha \tilde{a}} = \mu_{\tilde{a}}(f^{-1}(t))$.

Example 4.4. Consider $\tilde{a} = (1; 3; 6; 7), \tilde{b} = (2; 3; 5; 8)$ as in Example 4.2 and $\alpha = 2, \beta = -3$. Then $2\tilde{a} = (2; 6; 12; 14), -3\tilde{a} = (-21; -18; -9; -3)$. 
Example 5.1. Let the arithmetic operations such as addition, multiplication of two fuzzy numbers in a class, we introduce $[\mu]$-fuzzy matrix in the next section.

5. $[\mu]$-fuzzy matrix

A $[\mu]$-fuzzy matrix of order $m \times n$ is an arrangement of $mn$ fuzzy numbers of class $[\mu]$ in $m$ rows and $n$ columns. It is denoted by $\tilde{A}_\mu$, where $A_\mu = (\tilde{a}_{ij})_{m \times n}$, where $\tilde{a}_{ij} \in [\mu]$.

Two fuzzy matrices of same class and same order can be added and two fuzzy matrices of order $m \times n$ and $n \times p$, respectively, in the same class can be multiplied in the sense of arithmetic operation of fuzzy numbers in an equivalence class as defined in Section 4. The arithmetic operations such as addition, multiplication of two $[\mu]$-fuzzy matrices, and the multiplication of a $[\mu]$-fuzzy matrix with a scalar are defined as follows.

1. **Addition**: for the fuzzy matrices $\tilde{A}_\mu = (\tilde{a}_{ij})$ and $\tilde{B}_\mu = (\tilde{b}_{ij})$ of order $m \times n$, $\tilde{A}_\mu \oplus \tilde{B}_\mu = (\tilde{a}_{ij} \oplus \tilde{b}_{ij})$.

2. **Multiplication**: for the fuzzy matrices $\tilde{A}_\mu = (\tilde{a}_{ij})$ of order $m \times n$ and $\tilde{B}_\mu = (\tilde{b}_{ij})$ of order $n \times p$, $\tilde{A}_\mu \otimes \tilde{B}_\mu = (\tilde{c}_{rs})$ is of order $m \times p$, where $\tilde{c}_{rs} = (\tilde{a}_{r1} \otimes \tilde{b}_{1s}) \oplus (\tilde{a}_{r2} \otimes \tilde{b}_{2s}) \oplus \cdots \oplus (\tilde{a}_{rn} \otimes \tilde{b}_{ns})$.

3. **Scalar multiplication**: for a scalar $\alpha$, $\alpha \tilde{A}_\mu = (\alpha \tilde{a}_{ij})$, where $\oplus$ is the addition of two fuzzy numbers, $\otimes$ is the multiplication of two fuzzy numbers. $\oplus$ and $\otimes$ can be evaluated as the general arithmetic operation $*$ defined in Section 4.

**Example 5.1.** Let

\[ \tilde{A}_\mu = \begin{bmatrix} \tilde{2} & \tilde{1} \\ \tilde{2} & \tilde{3} \end{bmatrix}, \quad \tilde{B}_\mu = \begin{bmatrix} \tilde{1} & \tilde{1} \\ \tilde{2} & \tilde{2} \end{bmatrix}, \]

where $\tilde{2} = \langle 1; 2; 4 \rangle$, $\tilde{1} = \langle 0; 1; 2 \rangle$, $\tilde{3} = \langle 1; 3; 4 \rangle$, $\tilde{2}, \tilde{1}, \tilde{3} \in [\mu]$, where $[\mu]$ is the linear triangular class fuzzy numbers

\[ \tilde{A}_\mu \oplus \tilde{B}_\mu = \begin{bmatrix} \tilde{3} & \tilde{2} \\ \tilde{4} & \tilde{5} \end{bmatrix}, \quad \tilde{A}_\mu \otimes \tilde{B}_\mu = \begin{bmatrix} \tilde{4} & \tilde{4} \\ \tilde{8} & \tilde{8} \end{bmatrix}, \quad 2 \cdot \tilde{A}_\mu = \begin{bmatrix} \tilde{4} & \tilde{2} \\ \tilde{8} & \tilde{6} \end{bmatrix}, \]

where in $\tilde{A}_\mu \oplus \tilde{B}_\mu, \tilde{3} = \langle 1; 3; 6 \rangle, \tilde{2} = \langle 0; 2; 4 \rangle, \tilde{4} = \langle 2; 4; 8 \rangle, \tilde{5} = \langle 2; 5; 8 \rangle$, in $\tilde{A}_\mu \otimes \tilde{B}_\mu, \tilde{4} = \langle 0; 4; 16 \rangle, \tilde{8} = \langle 1; 8; 24 \rangle$, and in $2 \cdot \tilde{A}_\mu, \tilde{4} = \langle 2; 4; 8 \rangle, \tilde{6} = \langle 2; 6; 8 \rangle$. 

With the above knowledge of equivalence class in the set of fuzzy numbers and the arithmetic operations in a class, we introduce $[\mu]$-fuzzy matrix in the next section.
Note that $\tilde{4} = 0; 4; 16, \tilde{\tilde{4}} = 2; 4; 8$ are two different fuzzy numbers since $I_\lambda(\tilde{4}) \neq I_\lambda(\tilde{\tilde{4}}) \neq I_\lambda(\tilde{\tilde{4}})$. But they are similar and are in same linear triangular class.

**Definition 5.2 (symmetric fuzzy matrix).** A $[\mu]$-fuzzy matrix $\tilde{A}_\mu = (\tilde{a}_{ij})$ of order $n \times n$ is said to be symmetric if $\mu_{\tilde{a}_{ij}}(t) = \mu_{\tilde{a}_{ji}}(t)$ for all $i \neq j$ and $t \in \mathbb{R}$.

In the literature, a lot of defuzzification methods or ranking of fuzzy numbers are available. Here we have considered the ranking method applied through $\lambda$-integral value to define a positive semidefinite fuzzy matrix. However, any other ranking method can be applied.

**Definition 5.3.** Positive semidefinite fuzzy matrix. A $[\mu]$-fuzzy matrix $\tilde{A}_\mu$ of order $n \times n$ is said to be positive semidefinite if for $x \in \mathbb{R}^n$, $I_\lambda(x^T \tilde{A}_\mu x) \geq 0$.

**Example 5.4.** The following matrix is a symmetric fuzzy matrix of order $3 \times 3$.

Let

$$\tilde{A}_\mu = \begin{bmatrix} \tilde{0} & \tilde{2} & \tilde{4} \\ \tilde{2} & \tilde{3} & \tilde{4} \\ \tilde{4} & \tilde{4} & \tilde{2} \end{bmatrix},$$

(5.3)

where $\tilde{a}_{ij} \in [\mu], \mu$ is the membership function of linear triangular fuzzy numbers in $F$. Specifically, $\tilde{a}_{11} = \tilde{0} = (-1; 0; 2), \tilde{a}_{12} = \tilde{2} = (1; 2; 4), \tilde{a}_{13} = \tilde{a}_{31} = \tilde{4} = (0; 4; 5), \tilde{a}_{22} = \tilde{3} = (0; 3; 7), \tilde{a}_{23} = \tilde{a}_{32} = \tilde{4} = (1; 4; 8), \text{ and } \tilde{a}_{33} = \tilde{2} = (1; 2; 3)$.

**Example 5.5.** The following $[\mu]$-matrix is positive semidefinite.

Let $\tilde{A}_\mu = \begin{bmatrix} \tilde{6} & \tilde{\tilde{4}} \\ \tilde{4} & \tilde{10} \end{bmatrix}$, where $[\mu]$ is the linear triangular class, $\tilde{6} = (4; 6; 7), \tilde{\tilde{4}} = (3; 4; 5), \tilde{10} = (9; 10; 12), \text{ and } x = [x_1, x_2], x_1, x_2 \in \mathbb{R}$.

If either $x_1 < 0$ or $x_2 < 0$ but not both, then

$$x^T \tilde{A}_\mu x = \langle 4x_1^2 + 10x_1x_2 + 9x_2^2; 6x_1^2 + 8x_1x_2 + 10x_2^2; 7x_1^2 + 6x_1x_2 + 12x_2^2 \rangle. \quad (5.4)$$

Here we can see that

$$4x_1^2 + 10x_1x_2 + 9x_2^2 = (2x_1 + 3x_2)^2 - 2x_1x_2 > 0,$$

$$6x_1^2 + 8x_1x_2 + 10x_2^2 = (\sqrt{6}x_1 + \sqrt{10}x_2)^2 + (8 - 2\sqrt{60})x_1x_2 > 0, \quad (5.5)$$

$$7x_1^2 + 6x_1x_2 + 12x_2^2 = (\sqrt{7}x_1 + \sqrt{12}x_2)^2 + (6 - 2\sqrt{84})x_1x_2 > 0.$$

Otherwise, when both $x_1$ and $x_2$ are either $> 0 \text{ or } < 0$, then

$$x^T \tilde{A}_\mu x = \langle 4x_1^2 + 6x_1x_2 + 9x_2^2; 6x_1^2 + 8x_1x_2 + 10x_2^2; 7x_1^2 + 10x_1x_2 + 12x_2^2 \rangle. \quad (5.6)$$

In this case, it is clear that all the expressions are positive.
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Hence \( I_\lambda (x^T \tilde{A}_\mu x) > 0 \) for all \( x \in \mathbb{R} \).

Therefore, \( \tilde{A}_\mu \) is positive semidefinite.

**Definition 5.6 ([\mu]-crisp matrix).** Every [\mu]-fuzzy matrix, \( \tilde{A}_\mu \), is associated with a pair of crisp matrices \( A^-_\mu (\theta) \) and \( A^+_\mu (\theta) \) for each \( 0 \leq \theta < 1 \). Define these as

\[
A^-_\mu (\theta) = (\theta_{ij}^-), \quad \text{where} \quad \theta_{ij}^- = \mu_{\tilde{a}_{ij}L}(\theta),
\]

\[
A^+_\mu (\theta) = (\theta_{ij}^+), \quad \text{where} \quad \theta_{ij}^+ = \mu_{\tilde{a}_{ij}R}(\theta).
\]

(5.7)

**Example 5.7.** The [\mu]-fuzzy matrix in Example 5.5, \( \tilde{A}_\mu = \begin{bmatrix} \tilde{6} & \tilde{4} \\ \tilde{4} & \tilde{10} \end{bmatrix} \), is associated with two crisp matrices

\[
A^-_\mu (0.1) = \begin{bmatrix} 4.2 & 3.1 \\ 3.1 & 9.1 \end{bmatrix},
\]

(5.8)

\[
A^+_\mu (0.1) = \begin{bmatrix} 6.9 & 4.9 \\ 4.9 & 11.8 \end{bmatrix}
\]

for \( \theta = 0.1 \).

**Proposition 5.8.** If a [\mu]-fuzzy matrix is symmetric, then the associated crisp matrices are also symmetric.

**Proof.** The proof is easy and we omitted it. \( \square \)

Next section and its subsection are devoted to the application of [\mu]-class and [\mu]-fuzzy matrix in decision-making problems.

**6. Fuzzy decision-making problem**

The general form of a fuzzy decision-making problem is

\[
\begin{align*}
\text{minimize} & \quad \tilde{f}(x), \\
\text{subject to} & \quad \tilde{g}(x) \leq (\geq, =) \tilde{0}, \\
& \quad x \geq 0,
\end{align*}
\]

(6.1)

where \( \tilde{f}(x), \tilde{g}(x) \) are fuzzy functions from \( \mathbb{R}^+ \) to the set of fuzzy numbers.

A lot of defuzzification methods have been developed so far to solve such type of fuzzy decision-making problems. In this section, we have presented the following algorithm to solve the problem (6.1) without defuzzifying and using the concept of fuzzy equivalence class as developed in previous sections.

Suppose that the coefficients of \( \tilde{f}(x), \tilde{g}(x) \) are fuzzy numbers belonging to [\mu]-class and \( \tilde{0} \in [\mu] \).
Step 1. For a particular aspiration level $\theta \in [0, 1]$, problem (6.1) can be decomposed into the following two decision-making problems using [$\mu$]-crisp matrix concept:

\[
\begin{align*}
\text{minimize } & \tilde{f}^-_{\mu}(\theta, x), \\
\text{subject to } & \tilde{g}^-_{\mu}(\theta, x) \leq (=, \geq) \tilde{0}^-_{\mu}(\theta), \\
& 0 \leq \theta \leq 1, \\
& x \geq 0,
\end{align*}
\]

\[ (6.2) \]

\[
\begin{align*}
\text{minimize } & \tilde{f}^+_{\mu}(\theta, x), \\
\text{subject to } & \tilde{g}^+_{\mu}(\theta, x) \leq (=, \geq) \tilde{0}^+_{\mu}(\theta), \\
& 0 \leq \theta \leq 1, \\
& x \geq 0.
\end{align*}
\]

For a particular aspiration level $\theta \in (0, 1)$, we use (6.2) to get the solution of (6.1).

Step 2. Formulate the corresponding multiobjective problem:

\[
\begin{align*}
\text{minimize } & \{\tilde{f}^-_{\mu}(\theta, x), \tilde{f}^+_{\mu}(\theta, x)\}, \\
\text{subject to } & \tilde{g}^-_{\mu}(\theta, x) \leq (=, \geq) \tilde{0}^-_{\mu}(\theta), \\
& \tilde{g}^+_{\mu}(\theta, x) \leq (=, \geq) \tilde{0}^+_{\mu}(\theta), \\
& 0 \leq \theta \leq 1, \\
& x \geq 0.
\end{align*}
\]

\[ (6.3) \]

Step 3. The multiobjective problem (6.3) can be solved for each aspiration level by any multiobjective programming method.

This algorithm can be explained through the following fuzzy quadratic programming problem.

6.1. Fuzzy quadratic programming. The general form of a crisp quadratic programming problem is

\[
\begin{align*}
\text{minimize } & x^T Ax + c^T x, \\
\text{subject to } & Bx \leq (\geq, =) b, \\
& x \geq 0,
\end{align*}
\]

\[ (6.4) \]

where $x \in \mathbb{R}^n$, $A$ is a positive semidefinite symmetric crisp matrix of order $n \times n$, $B$, $c$ and $b$ are crisp matrices of order $m \times n$, $n \times 1$, and $m \times 1$, respectively.

We define a fuzzy quadratic programming problem as follows:

\[
\begin{align*}
\text{minimize } & x^T \tilde{A}_{\mu} x \oplus \tilde{c}_{\mu}^T x, \\
\text{subject to } & \tilde{B}_{\mu} x \leq (\geq, \approx) \tilde{b}_{\mu}, \\
& x \geq 0,
\end{align*}
\]

\[ (6.5) \]
where $x \in \mathbb{R}^n$, $\tilde{A}_\mu$ is a positive semidefinite symmetric $[\mu]$-fuzzy matrix of order $n \times n$, $\tilde{B}_\mu$, $\tilde{c}_\mu$, and $\tilde{b}_\mu$ are $[\mu]$–fuzzy matrices of order $m \times n$, $n \times 1$, and $m \times 1$, respectively. Let $\tilde{f}(x) = x^T \tilde{A}_\mu x + \tilde{c}_\mu^T x$ and $\tilde{g}(x) = \tilde{B}_\mu x + \tilde{d}_\mu$, where $\tilde{d}_\mu = (-1)\tilde{b}_\mu$.

Let

$$
\tilde{A}_\mu = \begin{bmatrix} \tilde{0} & \tilde{4} \\ \tilde{4} & \tilde{10} \end{bmatrix}, \quad \tilde{c}_\mu = \begin{bmatrix} \tilde{1} \\ -\tilde{2} \end{bmatrix}, \quad \tilde{B}_\mu = \begin{bmatrix} \tilde{2} & \tilde{1} \\ \tilde{1} & \tilde{1} \end{bmatrix}, \quad \tilde{b}_\mu = \begin{bmatrix} \tilde{1} \\ \tilde{4} \end{bmatrix},
$$

(6.6)

where $[\mu]$ is the linear triangular class, $\tilde{1} = (0;1;3)$, $\tilde{2} = (1;2;4)$, $\tilde{3} = (3;4;5)$, $\tilde{4} = (4;6;7)$, $\tilde{5} = (5;6;8)$. So $-\tilde{2} = (-4;-2;-1)$, $x = (x_1,x_2)^T$. In Example 5.5, it is verified that $I_1(x^T \tilde{A}_\mu x) \geq 0$ for all $x \in \mathbb{R}^2$ and some $0 \leq \lambda \leq 1$. Hence $\tilde{A}_\mu$ is a positive semidefinite $[\mu]$-fuzzy matrix. Also $\tilde{A}_\mu$ is symmetric. We consider the fuzzy quadratic programming problem (6.5) as

$$
\min 6x_1^2 + (4 \oplus 4) x_1 x_2 + \tilde{10} x_2^2 + \tilde{1} x_1 + (-1)\tilde{2} x_2,
$$

subject to $2x_1 \oplus \tilde{1} x_2 \geq \tilde{1}$,

$$
\tilde{1} x_1 \oplus \tilde{1} x_2 \leq \tilde{4},
$$

$$
x_1, x_2 \geq 0.
$$

(6.7)

Solution using the algorithm. For some aspiration level $\theta$, each of $\tilde{A}_\mu$, $\tilde{c}_\mu^T$, $\tilde{b}_\mu$, $\tilde{B}_\mu$ corresponds to a pair of crisp matrices $(A_\mu^-(\theta), A_\mu^+(\theta))$, $(c_\mu^-(\theta), c_\mu^+(\theta))$, $(b_\mu^-(\theta), b_\mu^+(\theta))$, $(B_\mu^-(\theta), B_\mu^+(\theta))$.

Hence the fuzzy quadratic programming problem (6.5) corresponds to a pair of crisp quadratic programming problems

$$
\min x^T A_\mu^-(\theta) x + c_\mu^T(\theta) x,
$$

subject to $B_\mu^-(\theta) x \leq (=, \geq) b_\mu^-(\theta)$,

$$
x \geq 0,
$$

(6.8)

$$
\min x^T A_\mu^+(\theta) x + c_\mu^T(\theta) x,
$$

subject to $B_\mu^+(\theta) x \leq (=, \geq) b_\mu^+(\theta)$,

$$
x \geq 0,
$$

(6.9)

where

$$
A_\mu^-(\theta) = \begin{bmatrix} 2\theta + 4 & \theta + 3 \\ \theta + 3 & 9 + \theta \end{bmatrix}, \quad A_\mu^+(\theta) = \begin{bmatrix} 7 - \theta & 5 - \theta \\ 5 - \theta & 12 - 2\theta \end{bmatrix}, \quad c_\mu^-(\theta) = \begin{bmatrix} \theta \\ 2\theta - 4 \end{bmatrix},
$$

$$
c_\mu^+(\theta) = \begin{bmatrix} 3 - 2\theta \\ -1 - \theta \end{bmatrix}, \quad B_\mu^-(\theta) = \begin{bmatrix} \theta + 1 & \theta \\ \theta & \theta \end{bmatrix}, \quad B_\mu^+(\theta) = \begin{bmatrix} 4 - 2\theta & 3 - 2\theta \\ 3 - 2\theta & 3 - 2\theta \end{bmatrix},
$$

$$
b_\mu^-(\theta) = \begin{bmatrix} \theta \\ \theta + 3 \end{bmatrix}, \quad b_\mu^+(\theta) = \begin{bmatrix} 3 - 2\theta \\ 5 - \theta \end{bmatrix}.
$$
Step 1. Substituting the values of the pair of crisp matrices, (6.7) can be converted to two crisp quadratic programming problems in the light of (6.8) as

\[
\text{minimize } (2\theta + 4)x_1^2 + 2(\theta + 3)x_1x_2 + (9 + \theta)x_2^2 + \theta x_1 + (2\theta - 4)x_2,
\]
\[\text{subject to } (\theta + 1)x_1 + \theta x_2 \geq \theta,
\]
\[
\theta(x_1 + x_2) \leq \theta + 3,
\]
\[x_1 \geq 0, \quad x_2 \geq 0, \quad 0 \leq \theta \leq 1,
\]
\[
\text{minimize } (7 - \theta)x_1^2 + 2(5 - \theta)x_1x_2 + (12 - 2\theta)x_2^2 + (3 - 2\theta)x_1 + (1 - \theta)x_2,
\]
\[\text{subject to } (4 - 2\theta)x_1 + (3 - 2\theta)x_2 \geq 3 - 2\theta,
\]
\[
(3 - 2\theta)(x_1 + x_2) \leq 5 - \theta,
\]
\[x_1 \geq 0, \quad x_2 \geq 0, \quad 0 \leq \theta \leq 1.
\]

(6.10)

Step 2. The corresponding multiobjective programming is

\[
\text{min } \{(2\theta + 4)x_1^2 + 2(\theta + 3)x_1x_2 + (9 + \theta)x_2^2 + \theta x_1 + (2\theta - 4)x_2,
\]
\[\quad (7 - \theta)x_1^2 + 2(5 - \theta)x_1x_2 + (12 - 2\theta)x_2^2 + (3 - 2\theta)x_1 + (1 - \theta)x_2\},
\]
\[\text{subject to } (\theta + 1)x_1 + \theta x_2 \geq \theta, \quad \theta(x_1 + x_2) \leq \theta + 3,
\]
\[
(4 - 2\theta)x_1 + (3 - 2\theta)x_2 \geq 3 - 2\theta,
\]
\[
(3 - 2\theta)(x_1 + x_2) \leq 5 - \theta,
\]
\[x_1 \geq 0, \quad x_2 \geq 0, \quad 0 \leq \theta \leq 1.
\]

(6.11)

Step 3. Using weighted average method, the above multiobjective programming becomes

\[
\text{min } \lambda[(2\theta + 4)x_1^2 + 2(\theta + 3)x_1x_2 + (9 + \theta)x_2^2 + \theta x_1 + (2\theta - 4)x_2]
\]
\[+ (1 - \lambda)[(7 - \theta)x_1^2 + 2(5 - \theta)x_1x_2 + (12 - 2\theta)x_2^2 + (3 - 2\theta)x_1 + (1 - \theta)x_2],
\]
\[\text{subject to } (\theta + 1)x_1 + \theta x_2 \geq \theta, \quad \theta(x_1 + x_2) \leq \theta + 3,
\]
\[
(4 - 2\theta)x_1 + (3 - 2\theta)x_2 \geq 3 - 2\theta,
\]
\[
(3 - 2\theta)(x_1 + x_2) \leq 5 - \theta,
\]
\[x_1 \geq 0, \quad x_2 \geq 0, \quad 0 \leq \theta \leq 1.
\]

(6.12)

Solution of this problem is tabulated for each value of \( \theta \) by considering \( \lambda = 0.3 \) in Table 6.1.

Here the solution is derived using the concept of fuzzy equivalence class and [\( \mu \)]-fuzzy matrix. The fuzzy quadratic problem is solved for 11 aspiration levels and summarized in the table. Each problem is solved by Lingo package. The advantage of this method, compared to any defuzzification method, is that the solution corresponds to a particular aspiration level.
### Table 6.1

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$f(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.5732861</td>
<td>0.2356186</td>
<td>4.565938</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5700244</td>
<td>0.2263955</td>
<td>4.369359</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5659454</td>
<td>0.2163832</td>
<td>4.163395</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5608270</td>
<td>0.2054951</td>
<td>3.946557</td>
</tr>
<tr>
<td>0.4</td>
<td>0.5543727</td>
<td>0.1936398</td>
<td>3.717039</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5461818</td>
<td>0.1807273</td>
<td>3.472718</td>
</tr>
<tr>
<td>0.6</td>
<td>0.5357056</td>
<td>0.1666801</td>
<td>3.211037</td>
</tr>
<tr>
<td>0.7</td>
<td>0.5221812</td>
<td>0.1514556</td>
<td>2.928989</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5045319</td>
<td>0.1350882</td>
<td>2.623118</td>
</tr>
<tr>
<td>0.9</td>
<td>0.4812167</td>
<td>0.1177694</td>
<td>2.289659</td>
</tr>
<tr>
<td>1.0</td>
<td>0.4500000</td>
<td>0.1000000</td>
<td>1.925000</td>
</tr>
</tbody>
</table>

### 7. Conclusion

In this paper, the objective of introducing fuzzy equivalence class is to find the membership value of arithmetic operations of a large number of same type of fuzzy numbers and to apply this in fuzzy decision-making problems. The introduction of $[\mu]$-fuzzy matrix is to formulate fuzzy quadratic programming in which the matrix involved in the quadratic form of the objective function has to be symmetric positive semidefinite. Also this paper deals with a solution method for fuzzy decision-making problem. The basic concept of this method is to decompose the original fuzzy decision-making problem into two problems for a particular aspiration level. This methodology is applicable whenever all the fuzzy numbers involved in the decision-making problem are of same type belonging to one equivalence class. If the fuzzy numbers are of different type, that is, belonging to different equivalent classes, then such type of decomposition of the fuzzy decision-making problem for an aspiration level will be difficult since in that case, the arithmetic operation of fuzzy numbers is not closed. This difficulty can be solved if a one-to-one correspondence between two equivalence classes can be established. This is the future research scope of this paper.
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