A SURVEY ON PROJECTIVELY EQUIVALENT REPRESENTATIONS OF FINITE GROUPS

Tania Luminiţa Costache

Abstract. The paper is a survey type article in which we present some results on projectively equivalent representations of finite groups.

1 Introduction

The theory of projective representations of finite groups was founded by I. Schur [25] and the notion of projective representation was suggested by the study of relations between linear representations of a group and its factor group over a central group. Schur has associated to every finite group $G$ a finite abelian group $M$, called the multiplier of $G$, consisting of all equivalence classes of factor sets of projective representations of $G$. In the terminology of cohomology theory of groups, the multiplier $M$ of $G$ is in fact the second cohomology group $H^2(G, \mathbb{C}^*)$ for the multiplicative group of the complex number field $\mathbb{C}$ under the trivial action of $G$ on $\mathbb{C}^*$.

Curtis and Reiner [7] examined the structure of the multiplier group under the hypothesis that $K$ is algebraically closed (Theorem 18).

The theory of projective representations of a finite group $G$ suffers from the fact that the projective character is not in general a class function on $G$. However, this difficulty may be overcome by considering characters with respect to simple factor sets and in Theorem 16, Read [21] showed that given a factor set $\omega$ of $G$ there is a simple factor set $\gamma$ of $G$ equivalent to it.

Linear representation of a finite group $G$ over a field $K$ can be interpreted as $KG$-modules. This interpretation permits the use of module theoretic language, in which many statements become more natural and their proofs simpler. The same situation prevails for projective representations in which the role of the group algebra $KG$ plays the twisted group algebra $K^\omega G$ defined in [13] and Karpilovsky proved that the study of projective representations with the factor set $\omega$ is equivalent to the study of $K^\omega G$-modules (Theorem 33). In [13], Karpilovsky observed that the
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theory of projective representations for a fixed factor set \( \omega \) and with respect to linear equivalency is analogous to the theory of linear representations. However, when it comes to the study of projective representations with respect to the projective equivalency, some of the parallelism with linear representations disappears (Theorem 34). Karpilovsky [13] found a fruitful way of linking \( H^2(G, K^*) \) and twisted group algebras of \( G \) over \( K \). A convenient way of doing this is to involve the notion of equivalence of twisted group algebras (Lemma 20).

Schur’s theory of projective representations is founded on the fact that when \( K = \mathbb{C} \) representation groups of \( G \) over \( K \) always exist. This fact allows to reduce the problem to determine all projective \( \mathbb{C} \)-representations of \( G \) to the determination of all linear \( \mathbb{C} \)-representations of a representation group \( G^* \) of \( G \). For arbitrary fields, representation groups need not exist. For example, let \( K \) be an algebraic number field. Then the group \( H^2(G, K^*) \) is infinite (Proposition 2.3.20, [13]) and hence a representation group of \( G \) over \( K \) cannot exist. In [13], Karpilovsky obtained Schur’s results as a consequence of more general considerations (Lemma 38, Theorem 39, Corollary 40).

In [3] Brauer proved that every representation of a finite group \( G \) in the field \( \mathbb{C} \) of complex numbers is equivalent in \( \mathbb{C} \) to a representation of \( G \) in the field of the \( |G| \)-th roots of unity and in [4] he improved this by replacing \( |G| \) by the exponent of \( G \). In [23], Reynolds considered the corresponding question for projective representations (Theorem 28, Theorem 29).

Schur [25] proved that for finite abelian groups a factor set is equivalent to the trivial one if and only if it is symmetric (Theorem 31) and Backhouse [2], cite Ba2 proved the same result for a large class of abelian groups. Backhouse [1] established a triviality criterion for the factor sets of finite groups (Theorem 41).

Tappe [27] proved a result on the number of irreducible projective representations of a finite group with respect to a given factor set and a group of linear characters acting on them (Theorem 56) and determined the number of classes of projectively equivalent representations and Osima’s result ([18]) on the classes of linearly equivalent representations (Corollary 48, Corollary 49).

Morris [15] determined the number of inequivalent irreducible projective representations with factor set \( \omega \) of \( G = \mathbb{Z}_n \times \ldots \mathbb{Z}_n \) (\( m \) copies) over \( \mathbb{C} \) in two special cases (Theorem 50, Theorem 51):

1) when \( \beta(i, j) = \varepsilon, 1 \leq i < j \leq m \), where \( \beta(i, j) = \omega(g_i, g_j)\omega^{-1}(g_j, g_i), 1 \leq i < j \leq m, g_i, g_j \in G \) and \( \varepsilon \) is a primitive \( n \)-th root of unity;

2) when \( n \) is even and \( \beta(i, j) = -1, 1 \leq i < j \leq m \).


In Section 4 we present some of Karpilovsky’s results on irreducible projective representations of some classes of finite groups which are important in physics: direct products of cyclic groups of the same order, dihedral groups and symmetric groups (Theorem 58, Theorem 59, Theorem 60, Theorem 61).
2 Equivalent factor sets of finite groups

In what follows, $G$ is a finite group and $K^\ast$ is the multiplicative group of a field $K$.

**Definition 1.** ([25], [7], [23]) A map $\omega : G \times G \to K^\ast$ is a factor set (or multiplier or 2-cocycle) of $G$ (in $K$) if

1) $\omega(x, y)\omega(xy, z) = \omega(x, yz)\omega(y, z)$ for all $x, y, z \in G$;

2) $\omega(x, e) = \omega(e, x) = 1$ for all $x \in G$, where $e$ is the identity of $G$.

**Remark 2.** ([23]) The factor sets of $G$ in $K$ form an abelian multiplicative group, where $(\omega_1)(x, y) = \omega(x, y)\omega_1(x, y)$.

**Definition 3.** ([7], [23]) A 1-cochain of $G$ in $K$ is a map $\mu : G \to K^\ast$ such that $\mu(e) = 1$.

**Remark 4.** ([23]) The 1-cochains of $G$ in $K$ form an abelian multiplicative group.

**Definition 5.** ([23]) The coboundary of a 1-cochain $\mu$ is the factor set $\delta\mu$ defined by

$$ (\delta\mu)(x, y) = \mu(x)\mu(y)\mu(xy)^{-1}. $$

**Definition 6.** ([25], [7], [23]) Two factor sets $\omega$ and $\omega_1$ of $G$ in $K$ are called equivalent (or cohomologous) if there is a 1-cochain $\mu$ such that

$$ \omega(x, y) = \mu(x)\mu(y)\mu(xy)^{-1}\omega_1(x, y) $$

for all $x, y \in G$. We also can say that two factor sets are equivalent in $K$ if their quotient is a coboundary.

This is an equivalence relation and the equivalence class containing the factor set $\omega$ will be denoted by $\{\omega\}$. The set of equivalence classes $\{\omega\}$ of factor sets form the second cohomology group $H^2(G, K^\ast)$ (or the multiplier group $M(G, K)$), which is a finite abelian multiplicative group.

**Lemma 7.** ([10]) Let $\omega$ and $\omega_1$ be two equivalent factor sets of $G$. Then

$$ \omega(x, y)\omega(y, x)^{-1} = \omega_1(x, y)\omega_1(y, x)^{-1} $$

for any $x, y \in G$ such that $xy = yx$.

**Proof.** Since $\omega$ and $\omega_1$ are equivalent, there is a map $\mu : G \to C^\ast$ such that

$$ \omega(x, y) = \mu(x)\mu(y)\mu(xy)^{-1}\omega_1(x, y) $$

$$ \omega(y, x) = \mu(y)\mu(x)\mu(yx)^{-1}\omega_1(y, x) $$

So, $\omega(x, y)\omega(y, x)^{-1} = \mu(x)\mu(y)\mu(xy)^{-1}\omega_1(x, y)\mu(y)\mu(x)\mu(xy)^{-1}\omega_1(y, x)^{-1} = \mu(x)\mu(y)\mu(xy)^{-1}\omega_1(x, y)\mu(y)^{-1}\mu(x)^{-1}\mu(xy)\omega_1(y, x)^{-1} = \omega_1(x, y)\omega_1(y, x)^{-1}$. \qed
Definition 8. ([21]) Let $\omega$ be a factor set of $G$. An element $a \in G$ is said to be $\omega$-regular if $\omega(x, a) = \omega(a, x)$ for all $x \in C_G(a)$, where $C_G(a) = \{x \in G \mid xa = ax\}$ is the centralizer of $a$ in $G$.

Remark 9. ([21]) If $a$ is $\omega$-regular, then $a$ is $\omega_1$-regular for all factor sets $\omega_1$ equivalent to $\omega$.

Proof. Since $a$ is $\omega$-regular, we have $\omega(x, a) = \omega(a, x)$ for all $x \in C_G(a)$.

Since $\omega$ and $\omega_1$ are equivalent, there is a map $\mu : G \rightarrow C^*$ such that

$$\omega(x, a) = \mu(x)\mu(a)\mu(xa)^{-1}\omega_1(x, a)$$

$$\omega(a, x) = \mu(a)\mu(x)\mu(ax)^{-1}\omega_1(a, x)$$

for $a \in G$ and $x \in C_G(a)$.

Hence $\mu(x)\mu(a)\mu(xa)^{-1}\omega_1(x, a) = \mu(a)\mu(x)\mu(ax)^{-1}\omega_1(a, x)$ for $a \in G$ and $x \in C_G(a)$. Then $\omega_1(x, a) = \omega_1(a, x)$ for $a \in G$ and $x \in C_G(a)$. Therefore, $a$ is $\omega_1$-regular.

Definition 10. ([21]) Given a factor set $\omega$ of $G$, we define

$$f_\omega(x, a) = \omega(x, a)\omega(xax^{-1}, x)^{-1}$$

for all $a \in G \omega$-regular and for all $x \in G$.

Lemma 11. ([22]) Let $\omega$ be a factor set of $G$. Then

$$f_\omega(xy, z) = f_\omega(y, z)f_\omega(x, yzy^{-1})$$

for all $x, y, z \in G$.

Proof. Using Definition 10, the equality is equivalent with

$$\omega(y, z)\omega(yzy^{-1}, y)^{-1}\omega(x, yzy^{-1}, x)^{-1} = \omega(xy, z)\omega(x, yzy^{-1}, x)^{-1}$$

We have to verify the following equation:

$$(2.1) \ \omega(y, z)\omega(x, yzy^{-1})\omega(x, yzy^{-1}, x) = \omega(xy, z)\omega(yzy^{-1}, y)\omega(x, yzy^{-1}, x)$$

By Definition 1 i), we have:

$$= \omega(y, z)\omega(x, yzy^{-1})\omega(x, yzy^{-1}, x)$$

$$= \omega(x, yzy^{-1})\omega(yzy^{-1}, y)\omega(x, yzy^{-1}, x)$$

The relation (2.1) becomes

$$= \omega(xy, z)\omega(yzy^{-1}, y)\omega(x, yzy^{-1}, x)$$

So,

$$(2.2) \ \omega(xy, z)\omega(yzy^{-1}, y)\omega(x, yzy^{-1}, x) =$$
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\[= \omega(xy, z)\omega(zy^{-1}y)\omega(xzy^{-1}x^{-1}, x)\omega(y, y^{-1})\]

Applying Definition 1 i) in the left part of relation (2.1), we obtain:
\[
\omega(x, y)\omega(xy, z)\omega(xz, y^{-1}z)\omega(xzy^{-1}x^{-1}, xy) = \\
= \omega(xy, z)\omega(zy^{-1}y)\omega(xzy^{-1}x^{-1}, x)\omega(y, y^{-1})
\]
So,
\[
(2.3) \omega(x, y)\omega(xz, y^{-1})\omega(xzy^{-1}x^{-1}, xy) = \\
= \omega(zy^{-1}y)\omega(xzy^{-1}x^{-1}, x)\omega(y, y^{-1})
\]
Applying again Definition 1 i) in the left part of relation (2.1), we obtain:
\[
\omega(x, y)\omega(xzy^{-1}x^{-1}, x)\omega(xy, y^{-1}) = \\
= \omega(zy^{-1}y)\omega(xzy^{-1}x^{-1}, x)\omega(y, y^{-1})
\]
Hence,
\[
(2.4) \omega(x, y)\omega(xy, y^{-1}) = \\
= \omega(zy^{-1}y)\omega(y, y^{-1})
\]

By Definition 1 i), the relation (2.1) becomes
\[
\omega(x, y)\omega(y, y^{-1}) = \omega(zy^{-1}y)\omega(y, y^{-1}) \iff \\
\iff \omega(x, e) = \omega(y, y^{-1}), \text{ which is true by Definition 1 ii).}
\]

**Lemma 12. ([21])** Let \( \omega \) be a factor set of \( G \) and \( a \) an \( \omega \)-regular element. Let \( x, y \in G \) be such that \( xax^{-1} = yay^{-1} \). Then
\[
f_\omega(x, a) = f_\omega(y, a).
\]

**Lemma 13. ([21])** Let \( \omega \) be a factor set of \( G \) and let \( a \) be \( \omega \)-regular. If \( f_\omega(x, a) = 1 \) for all \( x \in G \), then \( f_\omega(x, y^{-1}) = 1 \) for all \( x, y \in G \).

**Lemma 14. ([21])** Let \( \omega \) be a factor set of \( G \) and let \( f_\omega(x, a) = 1 \) for all \( a \in G \) \( \omega \)-regular and for all \( x \in G \). Then \( \omega(a, a^{-1}) = \omega(xax^{-1}, xa^{-1}x^{-1}) \) for all \( \omega \)-regular \( a \in G \) and all \( x \in G \).

**Definition 15. ([21])** The factor set \( \omega \) is called **simple** if :

i) \( f_\omega(x, a) = 1 \) for all \( \omega \)-regular \( a \in G \) and all \( x \in G \);

ii) \( \omega(x, x^{-1}) = 1 \) for all \( x \in G \).

**Theorem 16. ([21])** Let \( \omega \) be a factor set of \( G \). Then there is a simple factor set \( \gamma \) of \( G \) equivalent to \( \omega \).

**Proof.** We define \( \mu: G \to K^* \) as follows :

Let \( \{a_1, \ldots, a_t\} \) be an \( \omega \)-regular class of \( G \) and let \( G = \bigcup_{i=1}^{t} x_iC_G(a_1) \) such that \( a_i = x_i a_1 x_i^{-1} \) for \( i = 1, \ldots, t \). We call \( a_1 \) the representative element of the \( \omega \)-regular class containing it.
Define \( \mu(a_i) = f_\omega(x_i, a_i) \) for \( i = 1, \ldots, t \). Lemma 12 shows that \( \mu \) is well defined for any choice of \( \{x_1, \ldots, x_t\} \). Similarly, we define \( \mu \) on the other \( \omega \)-regular classes.

Further, put \( \mu(x) = 1 \) if \( x \) is not \( \omega \)-regular. Define

\[
\beta(x, y) = \mu(x)\mu(y)\mu(xy)^{-1}\omega(x, y)
\]

for all \( x, y \in G \). Then for all \( z \in G \), we have \( f_\beta(z, a_i) = 1 \) and hence by Lemma 13, \( f_\beta(z, a) = 1 \) for all \( \beta \)-regular \( a \in G \) and all \( z \in G \).

Now we define \( \eta(z) = \beta(z, z^{-1})^{-\frac{1}{2}} \) for all \( z \in G \) and put

\[
\gamma(x, y) = \eta(x)\eta(y)\eta(xy)^{-1}\beta(x, y)
\]

for all \( x, y \in G \).

We show that \( \gamma(z, z^{-1}) = 1 \) for all \( z \in G \).

\[
\gamma(z, z^{-1}) = \eta(z)\eta(z^{-1})\eta(zz^{-1})\beta(z, z^{-1}) = \beta(z, z^{-1})^{-\frac{1}{2}} \beta(z^{-1}, z)^{-\frac{1}{2}} [\beta(zz^{-1}, (zz^{-1})^{-1})^{-\frac{1}{2}}]^{-1} \beta(z, z^{-1}) = \beta(z, z^{-1})^{-\frac{1}{2}} \beta(z^{-1}, z)^{-\frac{1}{2}} \beta(z, z^{-1})^\frac{1}{2} = \beta(z, z^{-1})^{-\frac{1}{2}} \beta(z^{-1}, z)^{-\frac{1}{2}} \beta(z, z^{-1})^\frac{1}{2} = \gamma(z, z^{-1})^{-\frac{1}{2}} \beta(z^{-1}, z)^{-\frac{1}{2}} \beta(z, z^{-1})^\frac{1}{2} = \eta(z)\mu(z)\mu(z^{-1})^{-\frac{1}{2}} \omega(z^{-1}, z)^\frac{1}{2}
\]

By Definition 1 i), \( \omega(z, z^{-1})\omega(zz^{-1}, z) = \omega(z^{-1}, z) \Rightarrow \omega(z, z^{-1}) = \omega(z^{-1}, z) \Rightarrow \gamma(z, z^{-1}) = 1 \).

Hence, \( \gamma(z, z^{-1}) = 1 \).

If \( a \) is \( \omega \)-regular, by Lemma 14, follows that \( f_\gamma(z, a) = 1 \) for all \( z \in G \), because

\[
f_\gamma(z, a) = \gamma(z, a)\gamma(za^{-1}, z)^{-1} = \eta(z)\eta(a)\eta(za^{-1})\eta(z)\eta(za^{-1})\eta(z)\eta(za^{-1}, z)^{-1} = \eta(a)\beta(z, a)^{-\frac{1}{2}} \beta(za^{-1}, z)^{-\frac{1}{2}} \beta(za^{-1}, z)^{\frac{1}{2}} = \beta(a, a^{-1})^{-\frac{1}{2}} \beta(z, a) \beta(za^{-1}, (za^{-1})^{-1}) \beta(za^{-1}, z)^{-1} = f_\beta(z, a)^{-1} = 1, \)

because, since \( \beta \) is a factor set of \( G \) and

\[
f_\beta(z, a) = 1, \text{ we have } \beta(a, a^{-1}) = \beta(za^{-1}, za^{-1}z) \text{ by Lemma 14.}
\]

By definition of \( \gamma \) results that \( \gamma \) is equivalent to \( \omega \).

Thus \( \gamma \) is a simple factor set equivalent to \( \omega \).
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(ii) If \( x \in G \) is \( \omega \)-regular, then so is any power \( x^q \), where \( q \) is a positive integer coprime with the order of \( x \). In particular, if \( x \) is \( \omega \)-regular, then so is \( x^{-1} \).

(iii) If \( x \in G \) is \( \omega \)-regular, then so is any conjugate of \( x \).

(iv) If \( \text{char}\, K = p > 0 \) and \( x \) is a \( p \)-element, then \( x \) is \( \omega \)-regular.

**Proof.** (i) Let \( x \) be a \( \omega \)-regular element and let \( \beta \) be an equivalent factor set with \( \omega \), i.e.

\[
\beta(y, z) = \omega(y, z)\mu(y)\mu(z)\mu(yz)^{-1}
\]

for some \( \mu : G \to K^* \).

Then for \( y \in C_G(x) \),

\[
\beta(y, x) = \omega(y, x)\mu(y)\mu(x)\mu(yx)^{-1} = \omega(x, y)\mu(y)\mu(x)\mu(xy)^{-1} = \beta(x, y),
\]

proving that \( x \) is \( \omega \)-regular.

The converse is obvious.

(ii) Let \( y \in C_G(x^q) \). Then, since \( C_G(x^q) = C_G(x) \) and since \( x \) is \( \omega \)-regular, we have \( \overline{y} \cdot \overline{x} = \overline{x} \cdot \overline{y} \).

Let \( \lambda = \lambda(x) \in K^* \) be such that \( x^q = \lambda x^q \). Then \( \overline{y} \cdot \overline{x} = \lambda \overline{x} \cdot \overline{y} = \lambda \overline{x} \cdot \overline{y} = \overline{x} \cdot \overline{y} \), so \( x^q \) is \( \omega \)-regular.

(iii) Let \( z \in G \) and let \( y \in C_G(zxz^{-1}) \). Then \( z^{-1}yz \in C_G(x) \) and therefore \( z^{-1}yz \cdot \overline{x} = \overline{x} \cdot z^{-1}yz \).

Since \( z^{-1}yz = t \overline{z}^{-1} \cdot \overline{y} \cdot \overline{x} \) for some \( t = t(y, z) \in K^* \), it follows that \( \overline{z}^{-1} \cdot \overline{y} \cdot \overline{x} = \overline{x} \cdot \overline{z}^{-1} \cdot \overline{y} \cdot \overline{x} = \overline{z}^{-1} \cdot \overline{y} \cdot \overline{x} \).

Hence \( \overline{y} \) commutes with \( \overline{x} \cdot \overline{z}^{-1} \cdot \overline{y} \). Again, since \( \overline{xyz} = \overline{\lambda} \overline{z}^{-1} \cdot \overline{y} \cdot \overline{x} \) for some \( \lambda = \lambda(x, z) \in K^* \), we see that \( \overline{y} \) commutes with \( \overline{xyz}^{-1} \). Thus \( \overline{xyz}^{-1} \) is also \( \omega \)-regular.

(iv) We may assume that \( K \) is algebraically closed. Assume that \( y \in C_G(x) \) and let \( S = < y, x > \). Then all Sylow \( l \)-subgroups of \( S \) with \( l \neq p \) are cyclic. Applying Theorem 2.3.1 and 2.3.2 (iii), [13] together with Corollary 2.3.24, [13], we deduce that \( \omega \mid S \) is a coboundary. Hence \( K^\omega S \cong KS \) is commutative, so \( \overline{y} \cdot \overline{x} = \overline{x} \cdot \overline{y} \), proving the result.

**Theorem 18.** ([7]) The second cohomology group \( H^2(G, K^*) \) has finite order not divisible by the characteristic of \( K \). The order of every element in \( H^2(G, K^*) \) is a factor set of the order of \( G \).

**Proof.** First let \( \{ \omega \} \in H^2(G, K^*) \) and let \( n = [G : 1] \).

For any \( x \in G \), define \( \mu(x) = \prod_{y \in G} \omega(x, y) \).

Then from Definition 1 (i), we have \( \omega(x, y)^n = \frac{\mu(x)\mu(y)}{\mu(xy)} \) and it follows that \( \{ \omega \}^n = 1 \). This proves the second statement of the theorem.

Let \( h \) be the order of \( \{ \omega \} \) in \( H^2(G, K^*) \) and if \( \text{char}\, K = p > 0 \), write \( h = p^a q \), where \( a \geq 0 \) and \( p \nmid q \). Then there is a map \( \beta : G \to K^* \) such that for all \( x, y \in G \), we have

\[
(2.5) \quad \omega(x, y)^h = \frac{\beta(x)\beta(y)}{\beta(xy)}
\]
Since $K$ is algebraically closed, $K$ is a perfect field and we may extract $p$-th roots in $K$. We obtain $(\omega(x, y)^q)^{p^a} = \left(\frac{\beta(x)^{p^a} \beta(y)^{p^a}}{\beta(xy)^{p^a}}\right)^{p^a}$ and because $p^a$-th roots are unique in $K$, we have $\omega(x, y)^q = \frac{\beta(x)^{p^a} \beta(y)^{p^a}}{\beta(xy)^{p^a}}$ which contradicts our assumption that $h$ is the order of $\{\omega\}$ unless $p^a = 1$. Therefore $p \nmid h$. Returning to (2.1), for each $x \in G$ we can find $\mu(x) \in K^*$ such that $\mu(x)^h = \beta(x)^{-1}$. Upon setting $\omega'(x, y) = \frac{\mu(x)\mu(y)}{\mu(xy)} \omega(x, y)$, we see that $(\omega'(x, y))^h = \frac{\beta(x)^{-1}\beta(y)^{-1}}{\beta(xy)^{-1}} \omega(x, y)^h = 1$.

We have proved that every class $\{\omega\} \in H^2(G, K^*)$ of order $h$ contains a representative $\omega'$ whose values $\omega'(x, y)$ are $h$-th roots of $1$ in $K$. Since $h|n$, it follows that there is at most a finite number of classes of factor sets and the order of $H^2(G, K^*)$ is finite. Furthermore, since the order of every element of $H^2(G, K^*)$ is not divisible by the characteristic of $K$, it follows that $\text{char} K \nmid [H^2(G, K^*) : 1]$ and the theorem is proved.

Let $\omega$ be a factor set. We denote by $K^{\omega}G$ the vector space over $K$ with basis $\{x \in G\}$ which is in one-to-one correspondence with $G$. We define multiplication in $K^{\omega}G$ distributively using for all $x, y \in G$, $\bar{x} \cdot \bar{y} = \omega(x, y)\bar{x}\bar{y}$.

The finite dimensional $K$-algebra $K^{\omega}G$ is called the twisted group algebra of $G$ over $K$. Note that if $\omega(x, y) = 1$ for all $x, y \in G$, then $K^{\omega}G \cong KG$.

**Definition 19.** ([13]) Let $K^\lambda G$ and $K^\omega G$ be twisted group algebras with bases $\{\bar{x} \mid x \in G\}$ and $\{x \in G\}$ respectively. We say that $K^\omega G$ and $K^\lambda G$ are equivalent if and only if $\omega$ and $\lambda$ are equivalent. Thus

i) if $\omega$ is a coboundary, then $K^\omega G \cong KG$.

ii) the map $\omega \mapsto K^\omega G$ induces a bijective correspondence between the elements of $H^2(G, K^*)$ and the equivalence classes of twisted group algebras of $G$ over $K$.

**Lemma 20.** ([13]) The twisted group algebras $K^\omega G$ and $K^\lambda G$ are equivalent if and only if $\omega$ and $\lambda$ are equivalent. Thus

Proof. Let an isomorphism $\psi: K^\omega G \rightarrow K^\lambda G$ and a map $t: G \rightarrow K^*$ such that $\psi(\bar{x}) = t(x)\bar{x}$, where $\{x \in G\}$ and $\{\bar{x} \mid x \in G\}$ are bases of $K^\omega G$ and $K^\lambda G$ respectively. Then

$t(xy)\bar{x}\bar{y} = \psi(\bar{x}\bar{y}) = \psi(\omega(x, y)^{-1}\bar{x} \cdot \bar{y}) = \omega(x, y)^{-1}\psi(\bar{x})\psi(\bar{y}) = \omega(x, y)^{-1} \mu(x)\mu(y)\bar{x}\bar{y} = \omega(x, y)^{-1} t(x)t(y)\lambda(x, y)\bar{x}\bar{y}$, so

$$\omega(x, y) = \lambda(x, y)t(x)t(y)\mu(xy)^{-1},$$
proving that \( \omega \) and \( \lambda \) are equivalent.

Conversely, suppose that \( \omega \) and \( \lambda \) are equivalent, say
\[
\omega(x, y) = \lambda(x, y)\mu(x)\mu(y)(xy)^{-1}
\]
for some 1-cochain \( \mu: G \to K^* \). Then the map \( \psi: K^*\!G \to K^*\!G \), which is the extension of \( \overline{\pi} \to \mu(x)\overline{\mu} \) by \( K \)-linearity, is certainly a vector space isomorphism. To prove that \( \psi \) preserves multiplication, it is sufficient to check that \( \psi(\overline{x}\overline{y}) = \psi(\overline{x})\psi(\overline{y}) \) for all \( x, y \in G \). Because
\[
\psi(\overline{x}\overline{y}) = \psi(\omega(x, y)\overline{\mu}) = \omega(x, y)\mu(xy)\overline{\mu}y = \omega(x, y)\mu(xy)\lambda(x, y)^{-1}x\overline{\mu}y = \\
\mu(x)\mu(y)x\overline{\mu}y = \psi(\overline{x})\psi(\overline{y}),
\]
the result follows. \( \square \)

## 3 Projectively equivalent representations

**Definition 21.** ([25], [7], [23], [13], [27]) Let \( G \) be a finite group with the identity \( e \), \( K \) a field, \( V \) a finite dimensional vector space over \( K \) and \( GL(V) \) the group of all automorphisms of \( V \). A projective representation of \( G \) with the factor set \( \omega \) is a map \( \rho: G \to GL(V) \) such that

- \( i) \rho(x)x(y) = \omega(x, y)\rho(xy) \) for all \( x, y \in G \);
- \( ii) \rho(e) = 1_v \).

If we identify \( GL(V) \) with \( GL(n, K) \), where \( n = (V : K) \), the resulting map is called a projective matrix representation of \( G \) over \( K \). We’ll treat the terms “projective representation” and “projective matrix representation” as interchangeable.

A linear representation is a projective representation with \( \omega(x, y) = 1 \) for all \( x, y \in G \).

**Definition 22.** ([23], [9], [13], [27]) Let \( \rho_1 \) and \( \rho_2 \) be two projective representations of \( G \), \( \rho_i: G \to GL(V_i), i = 1, 2 \). \( \rho_1 \) and \( \rho_2 \) are called projectively equivalent if there are a 1-cochain \( \mu: G \to K^* \) and a vector space isomorphism \( f: V_1 \to V_2 \) such that
\[
\rho_2(x) = \mu(x)f^{-1}\rho_1(x)f
\]
for all \( x \in G \).

If \( \mu(x) = 1 \) for all \( x \in G \), then \( \rho_1 \) and \( \rho_2 \) are called linearly equivalent.

In terms of matrix representations, two representations \( \rho_i: G \to GL(n, K), i = 1, 2 \) are projectively equivalent if there are a 1-cochain \( \mu: G \to K^* \) with \( \mu(e) = 1 \) and a matrix \( P \in GL(n, K) \) such that \( \rho_2(x) = \mu(x)P^{-1}\rho_1(x)P \) for all \( x \in G \).

**Remark 23.** ([13]) If \( \omega_1 \) is the factor set for \( \rho_1 \) and \( \omega_2 \) is the factor set for \( \rho_2 \), then the projective equivalence of \( \rho_1 \) and \( \rho_2 \) yields
\[
\mu(xy)\omega_2(x, y) = \mu(x)\mu(y)\omega_1(x, y)
\]
for all \( x, y \in G \).
Proof. Since $p_1$ and $p_2$ are projectively equivalent, there is a 1-cochain $\mu: G \to K^\ast$ and a vector space isomorphism $f: V_1 \to V_2$ such that
\[
\rho_2(x) = \mu(x)f^{-1}\rho_1(x)f \\
\rho_2(y) = \mu(y)f^{-1}\rho_1(y)f \\
\rho_2(xy) = \mu(xy)f^{-1}\rho_1(xy)f
\]
for all $x, y \in G$.

Since $\rho_1$ and $\rho_2$ are projective representations projectively equivalent, we have
\[
\omega_2(x, y)\rho_2(xy) = \rho_2(x)\rho_2(y) = \mu(x)f^{-1}\rho_1(x)f\mu(y)f^{-1}\rho_1(y)f = \\
= \mu(x)\mu(y)f^{-1}\rho_1(x)\rho_1(y)f = \mu(x)\mu(y)f^{-1}\omega_1(x, y)\rho_1(xy)f.
\]

Then $\omega_2(x, y)\mu(xy)f^{-1}\rho_1(xy)f = \mu(x)\mu(y)f^{-1}\omega_1(x, y)\rho_1(xy)f \implies \omega_2(x, y)\mu(xy) = \mu(x)\mu(y)\omega_1(x, y)$.

\[\square\]

Remark 24. ([23]) It is obvious that linearly equivalent projective representations have the same factor set.

Remark 25. ([13]) If $\rho_1$ and $\rho_2$ are projectively equivalent and have the same factor set, then the 1-cochain $\mu$ is a homeomorphism from $G$ into $K^\ast$.

Proof. By Definition 22, there are a 1-cochain map $\mu: G \to K^\ast$ and a vector space isomorphism $f$ such that $\mu(e) = 1$ and
\[
\rho_2(x) = \mu(x)f^{-1}\rho_1(x)f \\
\rho_2(y) = \mu(y)f^{-1}\rho_1(y)f \\
\rho_2(xy) = \mu(xy)f^{-1}\rho_1(xy)f
\]
for all $x, y \in G$.

Since $\rho_2$ is a projective representation with the factor set $\omega$ and $\rho_1$ and $\rho_2$ have the same factor set $\omega$, we get that
\[
\rho_2(x)\rho_2(y) = \omega_2(x, y)\rho_2(xy) = \omega_2(x, y)\mu(xy)f^{-1}\rho_1(xy)f = \\
= \mu(xy)f^{-1}\omega_2(x, y)\rho_1(xy)f = \mu(xy)f^{-1}\omega_1(x, y)\rho_1(xy)f = \mu(xy)f^{-1}\rho_1(xy)f.
\]

On the other hand,
\[
\rho_2(x)\rho_2(y) = \mu(x)f^{-1}\rho_1(x)f\mu(y)f^{-1}\rho_1(y)f = \mu(x)\mu(y)f^{-1}\rho_1(x)\rho_1(y)f.
\]

Therefore, $\mu(xy)f^{-1}\rho_1(xy)f = \mu(x)\mu(y)f^{-1}\rho_1(xy)f \implies \mu(xy) = \mu(x)\mu(y)$ for all $x, y \in G$.

\[\square\]

Lemma 26. ([13]) (a) Let $p_i, i = 1, 2$ be two projective representations $V_i, i = 1, 2$ with the factor sets $\omega_i, i = 1, 2$. If $p_1$ is projectively (respectively, linearly) equivalent to $p_2$, then $\omega_1$ is equivalent (respectively, equal) to $\omega_2$. Furthermore, if $\omega_1 = \omega_2$, then any map $\mu: G \to K^\ast$ satisfying the relation in Definition 22 is a homomorphism.

(b) Let $p_1$ be a projective representation $V$ with the factor set $\omega_1$. Then for any factor set $\omega_2$ that is equivalent to $\omega_1$ there is a projective representation $p_2 V$ with the factor set $\omega_2$ which is projectively equivalent to $p_1$. In particular, if $\omega_1$ is a coboundary, then $p_1$ is projectively equivalent to a linear representation.
Proof. (a) This assertion is proved in Remark 23 and Remark 25.

(b) Since \( \omega_2 \) is equivalent to \( \omega_1 \), by Definition 6, there is a 1-cochain \( \mu : G \to K^* \) such that \( \mu(1) = 1 \) and \( \omega_2(x, y) = \mu(x) \mu(y) \mu(xy)^{-1} \omega_1(x, y) \) for all \( x, y \in G \).

For all \( x \in G \), define \( \rho_2 : G \to GL(V) \) by \( \rho_2(x) = \mu(x) \rho_1(x) \).

Since \( \rho_1 \) is a projective representation with the factor set \( \omega_1 \), we have \( \rho_1(x) \rho_1(y) = \omega_1(x, y) \rho_1(xy) \) for all \( x, y \in G \), that is \( \omega_1(x, y) = \rho_1(x) \rho_1(y) \rho_1(xy)^{-1} \) for all \( x, y \in G \).

So, \( \omega_2(x, y) = \mu(x) \mu(y) \mu(xy)^{-1} \rho_1(x) \rho_1(y) \rho_1(xy)^{-1} = \mu(x) \rho_1(x) \mu(y) \rho_1(y) \mu(xy)^{-1} \rho_1(xy)^{-1} = \rho_2(x) \rho_2(y) \rho_2(xy)^{-1} \). This means that \( \rho_2 \) is a projective representation with the factor set \( \omega_2 \).

Definition 27. ([23]) The restriction \( \omega | S \) of a factor set \( \omega \) of \( G \) to a subgroup \( S \) is defined by restricting its arguments to \( S \). If \( \eta \) is a factor set of a quotient group \( G/H \) in \( K \), the inflation of \( \eta \) to \( G \) is the factor set \( \inf \eta \) of \( G \) in \( K \) defined by \( (\inf \eta)(x, y) = \eta(xH, yH) \).

Theorem 28. ([23]) Let \( H \) be a normal subgroup of a finite group \( G \) and let \( \omega \) be a factor set of \( G/H \) in \( \mathbb{C} \). Then there is a factor set \( \eta \) of \( G/H \) such that

i) \( \omega \) is equivalent to \( \eta \) in \( \mathbb{C} \);

ii) the values of \( \eta \) are \(|G|\)-th roots of unity;

iii) if \( S \) is a subgroup of \( G \), then every projective representation of \( S \) in \( \mathbb{C} \) with the factor set \( (\inf \eta) | S \) or \( (\inf \eta)^{-1} | S \) is linearly equivalent in \( \mathbb{C} \) to a projective representation of \( S \) in the field \( K \) of the \(|G|\)-th roots of unity.

Proof. Let \( r \) be the order of the equivalence class \( \{ \inf \omega \} \) of \( \inf \omega \) in \( H^2(G, \mathbb{C}^*) \). Then this class also contains at least one factor set \( \varepsilon \) of \( G \) such that \( \varepsilon \) itself has order \( r \) in the multiplicative group of factor sets of \( G \) in \( \mathbb{C} \) (by Theorem 53.3, [7]).

Here

\[
\begin{align*}
(3.1) \quad \varepsilon = (\delta \mu)(\inf \omega)
\end{align*}
\]

for some 1-cochain \( \mu \) of \( G \) in \( \mathbb{C} \).

Using an adaptation of an argument of Schur, [25], let \( A \) be the character group of the multiplicative cyclic group generated by \( \varepsilon \); \( A \) is cyclic of order \( r \).

For any \( x, y \in G \), let \( a_{x,y} \in A \) be the character such that \( a_{x,y}(\varepsilon^i) = \varepsilon(x, y)^i \). Then the ordered pairs \( (a, x) \), \( a \in A \), \( x \in G \) form a group \( G^* \) under the multiplication \( (a, x)(b, y) = (ab_{x,y}, xy) \). If \( A^* \) consists of the pairs of form \( (a, 1) \) and \( S^* \) consists of all pairs \( (a, s) \) with \( s \in S \), then clearly \( A^* \subseteq Z(G^*) \), \( A^* \cong A, G^*/A^* \cong G \) and \( S^* / A^* \cong S \).

For any linear character \( \lambda \) of \( G^* \), \( \lambda(a, 1) = a^j(\varepsilon) \) for some \( j \) and for all \( a \in A \). In particular, \( \lambda(a_{x,y}, 1) = \varepsilon(x, y)^j \). Since \( \lambda(1, x) \lambda(1, y) = \varepsilon(x, y)^j \lambda(1, xy) \), we have
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\{ \inf \omega \}^j = \{ \varepsilon \}^j = 1, \text{ so that } r \text{ divides } j \text{ and } \lambda | A^* = 1; \text{ since } \lambda \text{ is arbitrary, } A^* \subseteq (G^*)'.

To each projective representation \( \rho \) of \( S \) in \( \mathbb{C} \) with the multiplier \( \omega|S \), there corresponds an ordinary representation \( \pi \) of \( S^* \) defined by \( \pi(a,x) = a(\omega)\rho(x) \). By Theorem 3, [23] applied to \( G^* \) we see that \( \pi \) is equivalent to a representation of \( S^* \) in \( K \), since \( |G^*:A^*| = |G| \). Then \( \rho \) is linearly equivalent to a projective representation of \( S \) in \( K \). The same holds true for projective representations with the factor set \( \omega^{-1}|S \).

The order \( r \) of \( \{ \varepsilon \} = \{ \inf \omega \} \) divides the order \( h \) of the class \( \{ \omega \} \) of \( \omega \) in \( H^2(G/H, \mathbb{C}^*) \). But \( h \) divides \( |G:H| \) by [7]. Hence

\[ (3.2) \; \varepsilon^{[G:H]} = 1. \]

This proves the theorem in the case \( H = 1 \), by taking \( \eta = \varepsilon \). But in general we must argue further, since \( \varepsilon \) may not be the inflation of a factor set of \( G/H \).

Since \( \omega(1,1) = 1 \), (3.1) implies that \( (\delta \mu)|H = \varepsilon|H \).

By (3.1), \( (\delta \mu)|H)^{[G:H]} = 1 \). In other words, \( (\mu|H)^{[G:H]} \) is a linear character of \( H \). Therefore,

\[ (3.3) \; (\mu|H)^{[G]} = ((\mu|H)^{[G:H]})^{[H]} = 1. \]

For each \( z \in G/H \), choose a representative \( g_z \in g \) such that \( g_zH = z \) with \( g_1 = 1 \).

A 1-cochain \( \gamma \) of \( G/H \) is defined by setting \( \gamma(z) = \mu(g_z) \). We show that the factor set \( \eta = (\delta \gamma)|\omega \) of \( G/H \) satisfies conditions i), ii) and iii).

Condition i) holds by definition.

For the 1-cochain \( \nu = (\inf \gamma)|\mu^{-1} \) of \( G \), whenever \( h \in H \) and \( z \in G/H \) we have \( \nu(hg_z) = \gamma(z) \mu(hg_z)^{-1} = \mu(g_z) \mu(hg_z)^{-1} \).

But by (3.1), \( \varepsilon(h, g_z) = (\delta \mu)(h, g_z)\omega(1, z) = \mu(h)\mu(g_z)\mu(hg_z)^{-1} \), so that \( \nu(hg_z) = \mu(h)^{-1}\varepsilon(h, g_z) \).

By (3.1) and (3.1) both factors on the right are \( |G| \)-th roots of unity. Hence

\[ (3.4) \; \nu^{[G]} = 1. \]

By (3.1) and the definitions of \( \eta \) and \( \nu \),

\[ (3.5) \; \inf \eta = (\inf(\delta \gamma))(\inf \omega) = (\delta(\inf \gamma))(\delta \mu)^{-1}\varepsilon = (\delta \nu)\varepsilon \]

Then by (3.1) and (3.1), \( \eta^{[G]} = 1 \), which proves ii).

Corresponding to each projective representation \( \tau \) of \( S \) with factor set \( (\inf \eta)|S \), we can define a projective representation \( \rho \) with factor set \( \varepsilon|S \) by writing \( \rho(x) = \nu(x)^{-1}\tau(x), x \in S \) by (3.1). We have shown that \( \rho \) is linearly equivalent to a projective representation over \( K \). But for any matrix \( U \) over \( \mathbb{C} \) such that \( U^{-1}\rho(x)U \rho \) lies in \( K \) for all \( x \in S \), \( U^{-1}\tau(x)U \) also lies in \( K \), by (3.1).

This proves the part of iii) concerning \( (\inf \eta)|S \); the rest of iii) follows from similar arguments. \( \square \)
This theorem implies that every projective representation of $S$ in $\mathcal{C}$ with factor set $(\inf \omega)|S$ is projectively equivalent in $\mathcal{C}$ to a projective representation of $S$ in $K$ with factor set $(\inf n)|S$, which gives us the following theorem:

Theorem 29. ([23]) Every projective representation $\rho$ of $G$ in $\mathcal{C}$ is projectively equivalent in $\mathcal{C}$ to a projective representation $\pi$ of $G$ in the field of the $|G|$-th roots of unity, $\pi$ can be chosen so that its factor set takes on only $|G|$-th roots of unity as values and so that it is inflated from any quotient group $G/H$ from which the factor set of $\rho$ is inflated.

Definition 30. ([13]) The projective representation $\rho$ on the space $V$ is called irreducible if $0$ and $V$ are only subspaces of $V$ which are sent into themselves by all the transformations $\rho(x), x \in G$.

Theorem 31. ([25], [1]) Let $\omega$ be a symmetric factor set of the abelian finite group $G$ and suppose that there is at least one irreducible unitary projective representation of $G$ with the factor set $\omega$. Then $\omega$ is equivalent with the trivial factor set.

Proof. Let $\rho$ be an irreducible unitary projective representation of $G$ with the factor set $\omega$. Then

$$\tag{3.6} \rho(x)\rho(y) = \omega(x, y)\rho(xy)$$

for all $x, y \in G$.

Equation (3.1) holds if $x$ and $y$ interchanges and by hypothesis $\omega(x, y) = \omega(y, x)$ and $xy = yx$, it follows that $\rho(x)\rho(y) = \rho(y)\rho(x)$ for all $x, y \in G$. But $\rho$ is irreducible and unitary, so from Schur’s lemma $\rho(x)$ is equal to a scalar multiple $\lambda(x)$ of the identity. Then $\lambda(x)\lambda(y) = \omega(x, y)\lambda(xy)$, which means that $\omega$ is equivalent with the trivial factor set.

Let $A$ be an associative $K$-algebra with basis $\{u_x \mid x \in G\}$ such that $u_xu_y = \omega(x, y)u_{xy}$, $x, y \in G$ and $\omega(x, y) \in K^*$. The associativity of $A$ implies that for all $x, y, z \in G$, $\omega(x, y)\omega(xy, z) = \omega(y, z)\omega(x, yz)$. By making a diagonal change of basis, if necessary, we may assume that for all $x \in G, \omega(x, 1) = \omega(1, x) = 1$, so that $\omega$ is a factor set. Thus $A$ is identifiable with $K^*G$.

Lemma 32. ([13]) Let $A$ be a $K$-algebra and let $f$ be a map of $G$ into the unit group of $A$ which satisfies $f(x)f(y) = \omega(x, y)f(x, y)$ $(x, y \in G)$. Then the map $f^*: K^*G \to A$ defined by $f^*(\sum \alpha_x\pi) = \sum \alpha_xf(x)$ is a homomorphism of $K$-algebras.

Proof. Since $f^*$ is the extension of $\pi \to f(x)$ by $K$-linearity, $f^*$ is a vector space homomorphism. To prove that $f^*$ preserves multiplication it is sufficient to check it on the basis elements $\pi$, $x \in G$. Since $f^*(\pi \cdot \gamma) = f^*(\omega(x, y)\pi\gamma) = \omega(x, y)f(xy) = f(x)f(y) = f^*(\pi)f^*(\gamma)$, the result follows.
Theorem 33. ([13]) There is a bijective correspondence between projective representations of $G$ with factor set $\omega$ and $K^\omega G$-modules. This correspondence preserves sums and maps bijectively linearly equivalent (irreducible) representations into isomorphic (irreducible) modules.

Proof. Let $\rho$ be a projective representation of $G$ with the factor set $\omega$ on the space $V$. Due to Lemma 32, we can define a homomorphism $f : K^\omega G \to \text{End}_K(V)$ by setting $f(\pi) = \rho(x)$ and extending by linearity. Hence $V$ becomes a $K^\omega G$-module by setting $(\sum \alpha_x\pi)v = \sum \alpha_x\rho(x)v$ ($\alpha_x \in K, x \in G, v \in V$).

Conversely, given a $K^\omega G$-module $V$ and hence a homomorphism $f : K^\omega G \to \text{End}_K(V)$, define $\rho(x) = f(\pi)$. Then $\rho(x) \in GL(V)$ since $\pi$ is a unit of $K^\omega G$. Furthermore, $\rho(x)\rho(y) = f(\pi)f(\pi) = f(\pi\cdot\pi) = f(\omega(x,y)\pi\pi) = \omega(x,y)\rho(xy)$, so that $\rho$ is a projective representation with the factor $\omega$ on $V$. This sets up a bijective correspondence between projective representations with the factor set $\omega$ and $K^\omega G$-modules.

A subspace $W$ of $V$ is invariant under all $\rho(x)$ if and only if $W$ is a $K^\omega G$-submodule of $V$. Hence the correspondence preserves sums and maps bijectively irreducible representations into irreducible modules.

We observe that a $K$-isomorphism $f : V_1 \to V_2$ of $KG$-modules is a $K^\omega G$-isomorphism if and only if $\pi f(v) = f(\pi v)$ for all $x \in G, v \in V_1$.

Suppose that $\rho_i : G \to GL(V_i)$, $i = 1, 2$ are two projective representations with the factor set $\omega$. Then $\rho_1$ is linearly equivalent to $\rho_2$ if and only if there is a $K$-isomorphism $f : V_1 \to V_2$ such that $\rho_2(x)f = f\rho_1(x)$ for all $x \in G$. The latter is equivalent to $\rho_2(x)f(v) = f\rho_1(x)v$ or to $\pi f(v) = f(\pi v)$ for all $g \in G, v \in V_1$. Thus two projective representations with the factor set $\omega$ are linearly equivalent if and only if the corresponding modules are isomorphic.

Theorem 34. ([13]) Let $m$ be the exponent of $G/G'$. Then the number $n(G,K)$ of projectively nonequivalent irreducible projective representations of $G$ over $K$ is finite if and only if the group $K^\omega/(K^\omega)^m\mu(K)$ is finite. In particular,

i) the numbers $n(G,\mathbb{C}^\omega)$ and $n(G,\mathbb{R}^\omega)$ are finite;

ii) the number $n(G,K^\omega)$ is infinite whenever $K$ is an algebraic number field and $G \neq G'$.

Proof. Due to Theorem 33, for any factor set $\omega$ there is an irreducible representation of $G$ over $K$ with this factor set. The same theorem also implies that the number of projectively nonequivalent irreducible projective representations with the factor set $\omega$ cannot exceed the number of nonisomorphic $K^\omega G$-modules. Since the latter is finite, Lemma 26 implies that $n(G,K)$ is finite if and only if $H^3(K,K^\omega)$ is also.

The assertion (i) and (ii) can be deduced by Theorem 2.3.2, Proposition 2.3.20 (ii) and the remark preceding Proposition 2.3.20, [13].
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Definition 35. [13] Let $\omega$ be the factor set of $G$ and $\alpha$ be the factor set of $G/N$, where $N$ is a normal subgroup of $G$ such that there is a $K$-algebra homomorphism $f: K^*G \rightarrow K^*(G/N)$. Then $f$ is called the natural homomorphism if for all $x \in G$, $\text{Supp}(f(x)) = xN$.

Of course, at the expense of replacing $\omega$ by an equivalent factor set, the latter equality can be strengthened by $f(xN) = \lambda(x)xN$. Indeed, write $f(xN) = \lambda(x)xN$ for some $\lambda(x) \in K^*$. Then setting $\tilde{x} = \lambda(x)^{-1}x$, we have $f(\tilde{x}) = xN$. The latter, however, does not imply that the same can be achieved leaving $\omega$ unchanged and replacing $\alpha$ by an equivalent factor set. This is so since the values of $\lambda(x)$ need not be constant on the cosets of $N$.

Lemma 36. ([13]) Let $N$ be a normal subgroup of $G$, let $\omega$ be a factor set of $G$ and $\alpha$ a factor set of $G/N$. Then $K^*G$ admits the natural homomorphism $f: K^*G \rightarrow K^*(G/N)$ if and only if $\omega$ is equivalent to $\inf \alpha$.

Proof. Suppose that $f$ is the natural homomorphism. By the foregoing, replacing $\omega$ by an equivalent factor set yields $f(xN) = \lambda(x)xN$. Thus $\omega$ is equivalent with $\inf \alpha$, by Theorem 2.7 (i), [13].

Conversely, assume that $\omega$ is equivalent with $\inf \alpha$, say $\omega = (\delta \lambda) \inf \alpha$ for some $\lambda: G \rightarrow K^*$. Setting $\tilde{x} = \lambda(x)^{-1}x$, it follows that $\tilde{x}y = \inf \alpha(x, y)\tilde{x}y$, $x, y \in G$. Applying Theorem 2.7 (i), [13], we deduce that the map $\tilde{x} \mapsto \lambda(x)^{-1}xN$ extends to a $K$-algebra homomorphism $f: K^*G \rightarrow K^*(G/N)$. Since $f(xN) = \lambda(x)^{-1}xN$, we have $\text{Supp}(f(xN)) = xN$ for all $x \in G$ as required.

Definition 37. ([13]) Let $1 \rightarrow A \rightarrow G^* \rightarrow G \rightarrow 1$ be a central group extension and let $\Gamma$ be a linear representation of $G^*$ on the vector space $V$. Assume that for all $a \in A$, $\Gamma(a)$ is a scalar multiple of the identity transformation. If $\mu$ is a section of $f$, then the map $\rho: G \rightarrow (GL)V$ defined by $\rho(x) = \Gamma(\mu(x))$ is easily seen to be a projective representation. We shall refer to $\rho$ as a projective representation lifted to $\Gamma$. We shall also say that a projective representation $\rho$ can be lifted to $G^*$ if $\rho$ is lifted to $\Gamma$ for some linear representation $\Gamma$ of $G^*$.

We denote the torsion subgroup of $K^*$ by $t(K^*)$. We fix $c \in H^2(G, A)$ together with a finite central extension $E: 1 \rightarrow A \rightarrow G^* \rightarrow G \rightarrow 1$ associated with it. If $\mu$ is a section of $f$, then the map $\beta: G \times G \rightarrow A$ defined by $\beta(x, y) = \mu(x)\mu(y)\mu(xy)^{-1}$ is a factor set whose cohomology class $\beta$ coincides with $c$. Given $\chi \in \text{Hom}(A, K^*)$, the map $\lambda: G \times G \rightarrow K^*$ defined by $\lambda(x, y) = \chi(\beta(x, y))$ is a factor set such that $\overline{\chi}$ is the image of $\chi$ under the transgression map $\text{Tra}: \text{Hom}(A, K^*) \rightarrow H^2(G, K^*)$ associated with $c$.

Expressed otherwise, $\text{Tra}(\chi) = \overline{\chi}(c)$, where $\overline{\chi}$ is the natural homomorphism $H^2(G, A) \rightarrow H^2(G, K^*)$ induced by $\chi$.
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Because $A$ is finite, so is $\text{Hom}(A, K^*)$ and therefore $\text{Tra}(\chi) \in H^2(G, t(K^*))$. Consequently, we may regard the transgression map as a homomorphism

$$\tau: \text{Hom}(A, K^*) \to H^2(G, t(K^*)) .$$

**Lemma 38.** ([13]) A projective representation $\rho: G \to GL(V)$ with the factor set $\omega$ is projectively equivalent to one that can be lifted to $G^*$ if and only if $\overline{\omega} \in \text{Im} \tau$.

**Proof.** We may assume by Lemma 26 i) that $\rho$ is lifted to a linear representation $\Gamma$ of $G^*$. Then $\Gamma(a) = \chi(a) \cdot 1_A$, $a \in A$ for some $\chi: A \to K^*$ and there is a section $\mu$ of $f$ such that $\rho(x) = \Gamma(\mu(x))$ for all $x \in G$.

Because $\Gamma$ is a linear representation, it follows that $\chi \in \text{Hom}(A, K^*)$.

Setting $\beta(x, y) = \mu(x)\mu(y)\mu(xy)^{-1}$, $x, y \in G$, we deduce that

$$\omega(x, y) = \rho(x)\rho(y)\rho(xy)^{-1} = \Gamma(\mu(x))\Gamma(\mu(y))\Gamma(\mu(xy))^{-1} =$$

$$= \Gamma(\mu(x)\mu(y))\Gamma(\mu(xy))^{-1} = \Gamma(\beta(x, y)\mu(xy))\Gamma(\mu(xy))^{-1} = \chi(\beta(x, y)) \text{ whence } \overline{\omega} \in \text{Im} \tau .$$

Conversely, assume that $\overline{\omega} \in \text{Im} \tau$.

Owing to Lemma 26 i), we may assume that there is a section $\mu$ of $f$ such that for $\beta(x, y) = \mu(x)\mu(y)\mu(xy)^{-1}$, $\omega(x, y) = \chi(\beta(x, y))$ for some $\chi \in \text{Hom}(A, K^*)$, $x, y \in G$.

Now each element $y$ of $G^*$ can be uniquely written in the form $y = a\mu(x)$ with $a \in A, x \in G$.

Define a map $\Gamma: G \to GL(V)$ by $\Gamma(y) = \chi(a)\rho(x)$. Then $\rho(x) = \Gamma(\mu(x))$, each $\Gamma(a), a \in A$ is a scalar multiple of the identity transformation and $y_i = a_i\mu(x_i), i = 1, 2, a_i \in A, x_i \in G$, we have $\Gamma(y_1y_2) = \Gamma(a_1a_2\beta(x_1, x_2)\mu(x_1, x_2))$ =

$$= \chi(a_1)\chi(a_2)\omega(x_1, x_2)\rho(x_1, x_2) = \chi(a_1)\chi(a_2)\rho(x_1)\rho(x_2) = \Gamma(y_1)\Gamma(y_2) .$$

Theorem 39. ([13]) There is a finite central extension $1 \to A \to G^* \to G \to 1$ such that any projective representation of $G$ with the factor set $\omega, \overline{\omega} \in H^2(G, t(K^*))$ is projectively equivalent to one that can be lifted to $G^*$. Furthermore, if each $c \in H^2(G, t(K^*))$ contains a factor set whose order is equal to the order of $c$, then $A \cong H^2(G, t(K^*))$.

**Proof.** Because $H^2(G, t(K^*))$ is a finite abelian group (Theorem 2.3.22, [13]), it can be written in the form $H^2(G, t(K^*)) = \langle c_1 \rangle \times \langle c_2 \rangle \times \ldots \times \langle c_m \rangle$.

Let $\omega_i$ be a factor set in $c_i$. Since $G$ is finite and since the values of $\omega_i$ are roots of $1$, $\omega_i$ is of finite order $d_i, 1 \leq i \leq m$. Let $A_i$ be the group of all $d_i$-th roots of $1$ in $K^*$, let $A = A_1 \times \ldots \times A_m$. We may always choose $\omega_i$ such that $A_i \cong \langle c_i \rangle$ in which case $A \cong H^2(G, t(K^*))$.

Let $\chi_i: H^2(G, A_i) \to H^2(G, t(K^*))$ be the homomorphism induced by the natural injection $\chi_i: A_i \to t(K^*)$. Since $\omega_i$ is an $A_i$-valued factor set, there is $\beta_i \in H^2(G, A_i)$ such that $\overline{\chi_i}(\beta_i) = c_i, 1 \leq i \leq m$. Let $\beta \in H^2(G, A)$ be the image
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of $\beta_1 \times \beta_2 \times \ldots \beta_m$ under the natural isomorphism $\prod_{i=1}^{m} H^2(G, A_i) \to H^2(G, A)$ and let $E : 1 \to A \to G^* \to G \to 1$ be a central extension associated with $\beta$. Due to Lemma 38, the result will follow once we verify that the transgression map $\tau : \text{Hom}(A, K^*) \to H^2(G, t(K^*))$ associated with $\beta$ is surjective. Let $\tilde{\chi}_i \in \text{Hom}(A, K^*)$ be defined by $(a_1, a_2, \ldots , a_n) \mapsto \chi_i(a_i), a_i \in A_i$. Then we see that $\tau(\tilde{\chi}_i) = c_i, i \leq i \leq m$. Because the $c_i$ generate $H^2(G, t(K^*))$, the result follows. \qed

Corollary 40. ([15]) The following conditions are equivalent:

(i) there is a finite central extension $1 \to A \to G^* \to G \to 1$ such that any projective representation of $G$ is projectively equivalent to one that can be lifted to $G^*$;

(ii) $H^2(G, K^*) = H^2(G, t(K^*))$;

(iii) $K^* = (K^*)^m t(K^*)$, where $m$ is the exponent of $G/G'$.

Proof. That (i) implies (ii) is a consequence of Lemma 38 and the converse is true by Theorem 39.

To prove that (ii) is equivalent to (iii), set $A = K^*/t(K^*)$. By Theorem 2.3.21, [13], (ii) holds if and only if $H^2(G, A) = 1$. The latter, in view of Lemma 2.3.19, [13] is equivalent to $A = A^n$ for all $n$ such that $Z_m$ is a direct factor of $G/G'$. Since $Z_m$ is a direct factor of $G/G'$ and since $A^m \subseteq A^n$ for all $n|m$, we conclude that (ii) holds if and only if $A^m = A$. Because the latter is equivalent to (iii), the result follows. \qed

Let $\mathbb{T}$ denote the multiplicative group of all complex numbers of unit modulus.

Let $\omega : G \times G \to \mathbb{T}$ be a factor set of $G$. We define a group structure $G^\omega$ on the set $G \times \mathbb{T}$ by requiring that

$$(x, z_1)(y, z_2) = (xy, \omega(x, y)z_1z_2)$$

for all $x, y \in G$ and for all $z_1, z_2 \in \mathbb{T}$.

$G^\omega$ is a group having a central subgroup $T^0 = \{(e, z) | z \in \mathbb{T}\}$ isomorphic to $T$ such that $G^\omega/T^0$ isomorphic to $G$, where $e$ is the identity of $G$. $G^\omega$ is called the central extension of $G$ by $\omega$. It is straightforward to show that there is a natural isomorphism between $G$ and a subgroup of $G^\omega$ if and only if $\omega$ belongs to the trivial cohomology class.

Theorem 41. ([1]) Let $G$ be a finite group and $\omega$ a factor set of $G$. Then $\omega$ is equivalent to the trivial factor set if and only if $(G^\omega)' \cap T^0 = \{(e, 1)\}$, where $(G^\omega)'$ is the commutator subgroup of $G^\omega$. 

**************************************************************************

http://www.utgjiu.ro/math/sma
Proof. Suppose that $\omega$ is equivalent to the trivial factor set. That is, for all $x, y \in G$,
$\omega(x, y) = \frac{\mu(xy)}{\mu(x)\mu(y)}$, for some $T$-valued function $\mu$. We find that the commutator of $(x, z_1)$ and $(y, z_2)$ is given by
$$(x, z_1)(y, z_2)(x, z_1)^{-1}(y, z_2)^{-1} = (xyx^{-1}y^{-1}, \mu(xy^{-1}y^{-1})).$$

Furthermore, if $c_1$ and $c_2$ are two commutators in $G'$, we have
$$(c_1, \mu(c_1))(c_2, \mu(c_2)) = (c_1c_2, \mu(c_1c_2)).$$

Thus $G'$ and $(G^\omega)'$ are isomorphic under the map $(c, \mu(c)) \mapsto c$.

Hence $(G^\omega)' \cap T^0 = \{(e, 1)\}$.

Conversely, suppose $(G^\omega)' \cap T^0 = \{(e, 1)\}$. Let $\pi$ denote the natural epimorphism of $G^\omega$ onto the abelian factor group $G^\omega/(G^\omega)'$ and let $\pi_{T^0}$ denote the restriction of $\pi$ to $T^0$. By the first isomorphism theorem the image of $T^0$ under $\pi_{T^0}$ is isomorphic to $T^0/Ker\pi_{T^0}$. Thus $\text{Im}\pi_{T^0} \cong T^0/(\text{Ker}\pi) \cap T^0 = T^0/(T^0/\{(e, 1)\}) = T^0$.

This shows that the abelian group $G^\omega/(G^\omega)'$ contains a subgroup isomorphic to $T$, the circle group. Identifying this subgroup with $T$, let us write $\pi(e, z) = z \in T$.

We now claim that $G^\omega/(G^\omega)'$ has a linear character $\hat{\chi}(z) = z$ for all $z \in T$.

Finally $\chi$ defined by $\chi(x, z) = \hat{\chi}(\{\pi(x, z)\})$ is a linear character of $G^\omega$, whereupon
$\omega(x, y) = \frac{\lambda(x)\lambda(y)}{\lambda(xy)}$, where $\lambda(x) = \chi(x, 1)$ and $\omega$ is therefore equivalent to the trivial factor set. 

Let $G$ be a finite group, $\omega$ a factor set of $G$ and $K$ a field. In order to determine the number of orbits of the subgroup of the character group $\hat{G} := H(G, K^*)$ on the classes of linearly equivalent irreducible representations with the factor set $\omega$, we consider some definitions.

**Definition 42.** ([27]) Let $p$ be either zero or a prime number. A class of $G$ is called $p$-regular if the order of the elements in this class is not divisible by $p$. A class is called $(\alpha, p)$-regular if it is $\alpha$-regular and $p$-regular.

Let $D$ be a finite group, $A$ a group contained in the centre and in the commutator of $D$ and $G = D/A$. For each $x \in G$ we choose an element $\bar{x} \in D$ such that $A\bar{x} = x$. This yields a map $r: G \times G \to A$, where $r(x, y)\bar{xy} = \bar{xy}$. Let $F$ be an algebraically closed field of characteristic $p \geq 0$ and $\hat{A} = \text{Hom}(A, F^*)$ be the character group of $A$. For all $\lambda \in \hat{A}$ we define $\lambda': G \times G \to F$ by $\lambda'(x, y) = \lambda(r(x, y))$ and it is easy to see that $\lambda'$ is a factor set of $G$.

Let $R$ be an irreducible linear $F$-representation of $D$. From Schur’s Lemma we obtain $R(a) = \lambda(a)I$ for all $a \in A$, where $\lambda \in \hat{A}$ and $I$ is the identity matrix.

For all $x \in G$ we define

$$\text{(3.7)} \quad P(x) = R(\bar{x})$$

******************************************************************************


http://www.utgjiu.ro/math/sma
and it is easy to see that \( P \) is an irreducible projective representation of \( G \) with factor set \( \lambda' \). For all \( a \overline{\pi} \in D \), where \( a \in A \), we have \( R(a \overline{\pi}) = \lambda(a)P(x) \).

On the other hand, if \( P \) is an arbitrary irreducible representation of \( G \) with factor set \( \lambda' \), then \( R \) is an irreducible linear representation of \( D \).

Two irreducible linear representations \( R_1 = \lambda_1P_1 \) and \( R_2 = \lambda_2P_2 \) of \( D \) are equivalent if and only if \( \lambda_1 = \lambda_2 \) and \( P_1 \) and \( P_2 \) are linearly equivalent. The projective representations of \( G \) which are obtained by \((3.1)\) are called \textbf{linearizable} in \( D \) (with respect to the map \( r \)). So we have a one-to-one correspondence between the equivalence classes of irreducible linear representations of \( D \) and the classes of linearly equivalent irreducible projective representations of \( G \) which can be linearized in \( D \).

Let \( C \) be a subgroup of \( \hat{G} \), the character group of \( G \). We denote by \( \pi(G, C, D) \) the number of orbits of \( C \) on the set of classes of linearly equivalent irreducible projective \( F \)-representations of \( G \) which can be linearized in \( D \) (with respect to \( r \)).

The group \( C \) can be regarded as a group of characters of \( G \) and \( D \) and we denote by \( K(C, G) \) and \( K(C, D) \) the intersections of the kernels of all \( c \in C \). Hence, we have \( K(C, D)/A = K(C, G) \).

By \( p(C, D) \) we denote number of all \( p \)-regular classes (of conjugate elements) of \( D \) which are contained in \( K(C, D) \).

For all \( \lambda \in \hat{A} \) we denote by \( \pi(C, \lambda') \) the number of orbits of \( C \) on the set of all classes of linearly equivalent irreducible projective \( F \)-representations of \( G \) with factor set \( \lambda' \) and \( q(C, \lambda') \) denotes the number of \( (\lambda', p) \)-regular classes of \( G \) which are contained in \( K(C, G) \).

**Lemma 43.** ([27]) Let \( G, D \) and \( C \) as above. Then we have \( \pi(G, C, D) = p(C, D) \).

Let \( x \in G \) and \( \overline{x} \in D \) such that \( x = A\overline{x} \) and let \( \overline{x}D \) denote the class of \( \overline{x} \). We define the following subgroup of \( A \): \( U(x) = \{a \mid a \in A, a\overline{x} \in \overline{x}D\} \). It is obvious that \( U(x) \) does not depend on the choice of \( \overline{x} \).

**Lemma 44.** ([27]) Let \( \lambda \in \hat{A} \). Then \( x \) is \( \lambda' \)-regular if and only if \( U(x) \) is contained in the kernel of \( \lambda \).

**Lemma 45.** ([27]) We have \( p(C, D) = \sum q(C, \lambda') \), where the sum is taken over all \( \lambda \in \hat{A} \).

**Lemma 46.** ([27]) If \( \lambda_1 \) and \( \lambda_2 \) are faithful characters of \( A \), we have \( \pi(C, \lambda_1') = \pi(C, \lambda_2') \).

**Theorem 47.** ([27]) Let \( G \) be a finite group and \( F \) an algebraically closed field of characteristic \( p \geq 0 \). Let \( \alpha \) be a factor set of \( G \) over \( F \) and \( C \) a subgroup of the character group \( \hat{G} \). Then the number of orbits of \( C \) on the set of all classes of linearly equivalent irreducible projective representations with factor set \( \alpha \) coincides with the number of \( (\alpha, p) \)-regular classes of \( G \) which are contained in the kernels of all characters in \( C \).
Proof. We can assume without loss of generality that $\alpha = \lambda^r$ for a $\lambda \in A$.

We prove the theorem by induction on the order of $D$. It is obvious that the irreducible projective representations of $G$ with factor set $\lambda^r$ can also be linearized in $D/\text{kernel}(\lambda)$. Thus, the induction hypothesis yields that $\lambda$ is a faithful character of $A$, which implies that $A$ is cyclic.

Let $\lambda = \lambda_1, \lambda_2, \lambda_3, \ldots, \lambda_n$ be the faithful characters of $A$ and let $\sigma_1, \ldots, \sigma_t$ be the non-faithful ones. By Lemma 44 we obtain for all $i = 1, \ldots, n$, $\pi(C, \lambda_i^r) = \pi(C, \lambda_i^r)$.

Thus we have $\pi(G, C, D) = \sum_{j=1}^t \pi(C, \sigma_j^r) + \sum_{i=1}^s \pi(C, \lambda_i^r) = \sum_{j=1}^t \pi(C, \sigma_j^r) + s \cdot \pi(C, \lambda^r)$.

From Lemma 44 we obtain $q(C, \lambda_i^r) = q(C, \lambda_i^r)$ for all $i$. By Lemma 45 we have

$p(C, D) = \sum_{j=1}^t q(C, \sigma_j^r) + \sum_{i=1}^s q(C, \lambda_i^r) = \sum_{j=1}^t q(C, \sigma_j^r) + s \cdot q(C, \lambda^r)$.

For the non-faithful characters $\sigma_j$ we obtain by the induction hypothesis that $\pi(C, \sigma_j^r) = q(C, \lambda_i^r)$ holds. Hence we obtain by Lemma 43 that $\pi(C, \lambda^r) = q(C, \lambda^r)$ is valid.

Corollary 48. ([27]) Let $G$ be a finite group, $F$ an algebraically closed field of characteristic $p \geq 0$ and $\alpha$ a factor set of $G$ over $F$. Then the number of classes of linearly equivalent irreducible projective representations of $G$ with factor set $\alpha$ equals the number of $(\alpha, p)$-regular classes of $G$.

Corollary 49. ([27]) Let $G$ and $\alpha$ be as in Corollary 48. Then the number of classes of projectively equivalent irreducible projective representations of $G$ with factor set $\alpha$ coincides with the number of $(\alpha, p)$-regular classes of $G$ which are contained in the commutator subgroup of $G$.

Let $G$ be a finite abelian group of order $n^m$ generated by $m$ elements $g_1, g_2, \ldots, g_m$ of order $n$, i.e. $G \cong \mathbb{Z}_n \times \cdots \times \mathbb{Z}_n$ ($m$ copies), where $\mathbb{Z}_n$ is a cyclic group of order $n$. Let $\pi$ be a projective representation of $G$ with factor set $\omega$ over $\mathbb{C}$.

Let $\mu(i) = \prod_{j=1}^{n-1} \omega(g_j^i, g_i)$, $i = \overline{1, m}$ and $\beta(i, j) = \omega(g_i, g_j)\omega^{-1}(g_j, g_i)$, $1 \leq i < j \leq m$.

It can be shown that the factor set $\omega$ can be chosen such that $\mu(i) = 1, i = \overline{1, m}$ and $\beta(i, j), 1 \leq i < j \leq m$ is an $n$-th root of unity.

Theorem 50. ([15]) Let $G$ be a finite abelian group of order $n^m$ generated by $g_1, g_2, \ldots, g_m$ and let $\omega$ be a factor set of $G$ over $\mathbb{C}$ such that $\mu(i) = 1, i = \overline{1, m}$ and $\beta(i, j) = \varepsilon, 1 \leq i < j \leq m$, where $\varepsilon$ is a primitive $n$-th root of unity. Then, if $m = 2\mu$ is even, $G$ has only one inequivalent irreducible projective representation of degree $n^\mu$ and if $m = 2\mu + 1$ is odd, $G$ has $n$ inequivalent irreducible projective representations of degree $n^\mu$. 
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Proof. Let \( \pi \) be a projective representation of \( G \) with the factor set \( \omega \) and let \( \pi(g_i) = e_i, i = \overline{1, m} \). Then we must determine the number of elements \( a = e_{s_1}^{\alpha_1} \cdots e_{s_r}^{\alpha_r} \), where \( 1 \leq s_1 < s_2 < \ldots < s_r \leq m, 0 \leq \alpha_i \leq n - 1, i = \overline{1, r} \) such that \( e_{s_i}^{-1} a e_{s_i} = a, i = \overline{1, r} \).

In particular, we must have \( e_{s_i}^{-1} a e_{s_i} = a, i = \overline{1, r} \).

It is easy to verify that \( e_{s_i}^{-1} a e_{s_i} = e^{(\alpha_1 + \ldots + \alpha_{i-1} - \alpha_{i+1} - \ldots - \alpha_r)} a, i = \overline{1, r} \) and so we have \( AX \equiv 0 \pmod{n} \), where \( A \) is the \( r \times r \) matrix

\[
\begin{pmatrix}
1 & 1 & \ldots & 1 & 0 \\
1 & 1 & \ldots & 0 & -1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & -1 & \ldots & -1 & -1
\end{pmatrix}
\]

and \( X' = (\alpha_1, \ldots, \alpha_r) \).

An easy calculation shows that

\[
\det A = \begin{cases} 0, & \text{if } r \text{ is odd} \\ (-1)^{\lambda}, & \text{if } r = 2\lambda \text{ is even} \end{cases}
\]

Thus, if \( r \) is even, the only solution is the trivial solution \( \alpha_1 = \alpha_2 = \ldots = \alpha_r = 0 \).

On the other hand, if \( r = 2\lambda + 1 \) is odd, the above system of linear congruences reduces to \( \alpha_1 = -\alpha_2 = \ldots = -\alpha_2\lambda = \alpha_{2\lambda + 1} \pmod{n} \).

Thus, if \( g_{s_1}^{\alpha_1} \cdots g_{s_r}^{\alpha_r} \) is an \( \omega \)-regular element, it can only take the form

\[ g_{s_1}^{i} g_{s_2}^{j} \cdots g_{s_{i-1}}^{k} g_{s_i}^{\nu} - i = 0, n - 1. \]

But we must also have that when \( s \neq s_i, e_{s_i}^{-1} a e_{s_i} = a \).

If \( s \neq s_i, i = \overline{1, r} \) and we put \( s_0 = 1, s_{r+1} = m \), then \( s > s_j \) and \( s < s_{j+1} \) for some \( 0 \leq j \leq r + 1 \) and \( e_{s_i}^{-1} a e_{s_i} = e^{(\alpha_1 + \ldots + \alpha_j - \alpha_{j+1} - \ldots - \alpha_r)} a = e^{\pm 1} a \), for some \( 0 \leq i \leq n - 1 \).

That is, if \( r < m, i = 0 \). Thus, it follows that if \( m = 2k \) is even, 1 is the only \( \omega \)-regular element and if \( m = 2k + 1 \) is odd, the \( \omega \)-regular elements are given by \( g_{s_1}^{i} g_{s_2}^{j} \cdots g_{s_{i-1}}^{k} g_{s_i}^{\nu} - i = 0, n - 1. \)

When \( m = 2\mu \) is even, \( G \) has only one inequivalent irreducible projective representation, whose degree must be \( n^{\mu} \).

When \( m = 2\mu + 1 \) is odd, the \( n \) inequivalent projective representations have the same degree which is \( n^{\mu} \). \( \square \)

Theorem 51. ([15]) Let \( G \) be as in Theorem 50, \( n = 2\nu \) and the factor set \( \omega \) satisfies \( \mu(i) = 1, i = \overline{1, m} \) and \( \beta(i, j) = -1, 1 \leq i < j \leq m \). Then, if \( m = 2\mu \) is even, \( G \) has \( \nu^{\mu} \) inequivalent irreducible projective representations of degree \( 2^{\mu} \) and if \( m = 2\mu + 1 \) is odd, \( G \) has \( 2\nu^{\mu} \) inequivalent irreducible projective representations of degree \( 2^{\mu} \).

Proof. The proof is similar to the proof of Theorem 50, replacing \( \varepsilon \) by \( -1 \). Again, in this case, let \( \pi(g_i) = e_i, i = \overline{1, m} \).

It is easily verified that if \( r \) is even \( g_{s_1}^{\alpha_1} \cdots g_{s_r}^{\alpha_r} \) is \( \omega \)-regular if and only if \( \alpha_i \equiv 0 \pmod{2} \), that is \( \alpha_i = 0, 2, 4, \ldots, n - 2. \)

If \( r \) is odd and \( a = e_{s_1}^{\alpha_1} \cdots e_{s_r}^{\alpha_r}, e_{s_i}^{-1} a e_{s_i} = a, i = \overline{1, r} \) implies that \( \alpha_1 \equiv \alpha_2 \equiv \ldots \equiv \alpha_r \pmod{2} \).

If \( s \neq s_i \), for any \( i = \overline{1, r} \), then \( e_{s_i}^{-1} a e_{s_i} = a \) implies that \( \alpha_1 + \ldots + \alpha_r \equiv 0 \pmod{2} \) or \( r\alpha_r \equiv 0 \pmod{2} \).
Since \( r \) is odd, this means that \( \alpha_r \equiv 0 \pmod{2} \). Thus, if \( r \) is odd and \( r < m \), \( g_{s_1}^{\alpha_1} \ldots g_{s_r}^{\alpha_r} \) is \( \omega \)-regular if and only if \( \alpha_i = 0, 2, 3, \ldots, n - 2 \).

Hence, if \( m \) is even, the \( \omega \)-regular are \( g_1^{\alpha_1} \ldots g_m^{\alpha_m} \), where \( \alpha_i = 0, 2, \ldots, n - 2 \), \( i = 1, m \), that is, there are \( \left( \frac{m}{2} \right)^m \) \( \omega \)-regular classes. If \( m \) is odd, the \( \omega \)-regular elements are \( g_1^{\alpha_1} \ldots g_m^{\alpha_m} \), where \( \alpha_i = 0, 2, \ldots, n - 2 \), \( i = 1, m \) and \( \alpha_i = 1, 3, \ldots, n - 1 \), \( i = 1, m \), that is, there are \( 2 \left( \frac{m}{2} \right)^m \) \( \omega \)-regular classes.

Since all irreducible projective representations of an abelian group (with a fixed factor set) have the same degree, it is easily verified that these representations have the degrees given in the statement of the theorem. \( \square \)

**Definition 52.** ([22]) Let \( \omega \) be a factor set of \( G \) and \( \rho \) an irreducible projective representation of a normal subgroup \( H \) of \( G \) with the factor set \( \omega \). Define

\[
\rho^{(g)}(h) = f_\omega(g, h)\rho(ghg^{-1})
\]

for all \( g \in G \), \( h \in H \).

**Lemma 53.** ([22]) \( \rho^{(g)} \) is an irreducible projective representation of \( H \) with the factor set \( \omega \).

**Proof.** Applying Definition 52, Definition 1 i), Definition 10 and the fact that \( \rho \) is a projective representation, we obtain

\[
\rho^{(g)}(h)\rho^{(g)}(h_1) = f_\omega(g, h)\rho(ghg^{-1})f_\omega(g, h_1)\rho(gh_1g^{-1}) = \\
= f_\omega(g, h)f_\omega(g, h_1)\omega(ghg^{-1}, gh_1g^{-1})\rho(gh_1g^{-1}) = \\
= f_\omega(g, h)f_\omega(g, h_1)\omega(ghg^{-1}, gh_1^{-1})\rho(ghh_1g^{-1}) = \\
= \omega(g, h)\omega(ghg^{-1}, g^{-1})\omega(g, h_1)\omega(ghg^{-1}, gh_1g^{-1})\rho(ghh_1g^{-1}) = \\
= \omega(g, h)\omega(ghg^{-1}, g^{-1})\omega(g, h_1)\omega(ghg^{-1}, gh_1g^{-1})\rho(ghh_1g^{-1}) = \\
= \omega(g, h)\omega(ghh_1^{-1}, g^{-1})\rho(ghh_1^{-1}) = \\
= \omega(g, h)\omega(ghg^{-1}, g^{-1})\omega(g, h_1)\omega(ghh_1^{-1}, g^{-1})\rho(ghh_1g^{-1}) = \\
= \omega(g, h)\omega(ghg^{-1}, g^{-1})\omega(g, h_1)\omega(ghh_1^{-1}, g^{-1})\rho(ghh_1g^{-1}) = \\
= \omega(h, h_1)f_\omega(g, hh_1)\rho(ghh_1^{-1}) = \omega(h, h_1)f^{(g)}(hh_1) = \\
= f^{(g)}(1_H) = f_\omega(g, 1_H)\rho(g^{-1}) = f_\omega(g, 1_H)\rho(g^{-1}) = f_\omega(g, 1_H)\rho(1_G) = \\
= f^{(g)}(1_H) = f_\omega(g, 1_H)\rho(g^{-1}) = f_\omega(g, 1_H)\rho(g^{-1}) = f_\omega(g, 1_H)\rho(1_G) = \\
= f^{(g)}(1_H) = f_\omega(g, 1_H)\rho(1_G) = f_\omega(g, 1_H)\rho(1_G) = f^{(g)}(1_H) = f^{(g)}(1_H) = f^{(g)}(1_H)
\]

Thus \( \rho^{(g)} \) is a projective representation of \( H \) with the factor set \( \omega \), which is irreducible since \( \rho \) is irreducible. \( \square \)

**Definition 54.** ([22]) Two irreducible projective representations \( \rho_1 \) and \( \rho_2 \) of \( H \) are **conjugate** if \( \rho_2 \simeq \rho_1^{(g)} \) for some \( g \in G \), where “\( \simeq \)” denotes linear equivalence of representations.
Lemma 55. ([22]) Let $\rho$ be an irreducible projective representation of $H$ with the factor set $\omega$ and let $I_\rho = \{g \in G | \rho(g) \simeq \rho\}$. $I_\rho$ is a group called the inertia group of $\rho$ and $F_\rho = I_\rho / H$ is called the inertia factor of $\rho$.

Theorem 56. ([22]) Let $\rho, \omega, I_\rho$ be as in Lemma 55 Then there is an irreducible projective representation $\tilde{\rho}$ of $I_\rho$ with some factor set $\sigma$ such that

(i) $\tilde{\rho}(g)\rho(h)\tilde{\rho}(g)^{-1} = \rho^g(h)$;

(ii) $\tilde{\rho}(h) = \rho(h)$;

(iii) $\rho(h)\tilde{\rho}(g) = \omega(h, g)\tilde{\rho}(hg)$, for all $g \in I_\rho, h \in H$.

Proof. By definition of $I_\rho$, there is some matrix $\rho'(g)$ such that $\rho'(g)\rho(h)\rho'(g)^{-1} = \rho^g(h)$ for all $g \in I_\rho, h \in H$.

Let $g_1, g_2 \in G$. We have $\rho'(g_1g_2)\rho(h)\rho'(g_1g_2)^{-1} = \rho^{g_1g_2}(h) = \rho'(g_1)\rho'(g_2)\rho(h)\rho'(g_2)^{-1}\rho'(g_1)^{-1}$ for all $h \in H$.

So $\rho'(g_2)^{-1}\rho'(g_1)\rho'(g_2)(h) = \rho(h)\rho'(g_2)^{-1}\rho'(g_1)$ for all $h \in H$.

By Schur lemma, since $\rho$ is irreducible, there is an element $\sigma'(g, g_1) \neq 0$ in $C$ such that $\rho'(g_1g_2)^{-1}\rho'(g_1)\rho'(g_2) = \sigma'(g, g_1)I \implies \rho'(g_1)\rho'(g_2) = \sigma'(g, g_1)\rho'(g_1g_2)$, where $\sigma'$ is some factor set of $I_\rho$.

Since $e \in H$, we may take $\rho'(e) = I$, and we have proved that $\rho'$ is a projective representation of $G$.

Now choose a set $\{x_1, x_2, \ldots, x_n\}$ of right coset representatives of $H$ in $I_\rho$ and define

\[ (3.8) \tilde{\rho}(h_xi) = \omega(h, x_i)^{-1}\rho(h)^{\rho'(x_i)} \quad (\tilde{\rho}(h) = \rho(h) ) \]

for all $h \in H, i = 1, \ldots, n$.

It is easy to check that $\tilde{\rho}$ is a projective representation of $I_\rho$ with some factor set $\sigma$ satisfying (i) and (ii). The fact that $\tilde{\rho}$ is irreducible follows as in the linear case ([6]).

Further, by (3.1), $	ilde{\rho}(h(h_1x_i)) = \tilde{\rho}(hh_1x_i) = \omega(hh_1, x_i)^{-1}\rho(hh_1)^{\rho'(x_i)} = \omega(h, x_i)^{-1}\omega(h, h_1)^{-1}\rho(h)^{\rho'(x_i)} = \rho(h)\omega(h, h_1)^{-1}\omega(hh_1, x_i)^{-1}\rho(h_1)^{\rho'(x_i)} = \rho(h)\omega(h, h_1x_i)^{-1}\omega(h_1, x_i)^{-1}\rho(h_1)^{\rho'(x_i)} = \omega(h, h_1x_i)^{-1}\rho(h_1)^{\rho'(x_i)} = \omega(h, h_1x_i)^{-1}\rho(h_1)\rho(h)\tilde{\rho}(h_1x_i)$.

We obtain $\rho(h)\tilde{\rho}(g) = \omega(h, g)\tilde{\rho}(hg)$ for all $g \in I_\rho, h \in H$. □

Lemma 57. ([22]) If $\omega$ and $\sigma$ are the factor sets defined in Theorem 56, the factor set $\omega\sigma^{-1}$ of $I_\rho$ satisfies $\omega\sigma^{-1}(hg, h_1g_1) = \omega\sigma^{-1}(gg_1)$ for all $g, g_1 \in I_\rho, h, h_1 \in H$.

Proof. By Theorem 56, (iii), $\tilde{\rho}(hg)\tilde{\rho}(h_1g_1) = \sigma(hg, h_1g_1)\tilde{\rho}(hh_1g_1g_1) = \sigma(hg, h_1g_1)\tilde{\rho}(hh_1g_1g_1) = \omega(h, g)^{-1}\omega(h_1, g_1)^{-1}\rho(h_1)^{\rho'(g_1)}\tilde{\rho}(h_1g_1g_1) = \omega(h, g)^{-1}\omega(h_1, g_1)^{-1}\rho(h_1)^{\rho'(g_1)}\tilde{\rho}(h_1g_1g_1) = \omega(h, g)^{-1}\omega(h_1, g_1)^{-1}\rho(h_1)^{\rho'(g_1)}\tilde{\rho}(h_1g_1g_1)$.
\[
\begin{align*}
&= \omega(h, g)^{-1}\omega(h_1, g_1)^{-1}\rho(h)f_\omega(g, h_1)\rho(gh_1g^{-1})\tilde{\rho}(g)\tilde{\rho}(g_1) = \\
&= \omega(h, g)^{-1}\omega(h_1, g_1)^{-1}f_\omega(g, h_1)\rho(h)\rho(gh_1g^{-1})\tilde{\rho}(g)\tilde{\rho}(g_1) = \\
&= \omega(h, g)^{-1}\omega(h_1, g_1)^{-1}f_\omega(g, h_1)\omega(h, gh_1g^{-1})\rho(gh_1g^{-1})\sigma(g, g_1)\tilde{\rho}(g_1) = \\
&= \sigma(g, g_1)\omega(h, g)^{-1}\omega(h_1, g_1)^{-1}f_\omega(g, h_1)\omega(h, gh_1g^{-1})\rho(gh_1g^{-1})\tilde{\rho}(g_1) \\
&= \sigma(g, g_1)\omega(h, g)^{-1}\omega(h_1, g_1)^{-1}f_\omega(g, h_1)\omega(h, gh_1g^{-1}) = \\
&= \sigma(g, g_1)\omega(h, g)^{-1}\omega(h_1, g_1)^{-1}f_\omega(g, h_1)\omega(h, gh_1g^{-1}) \\
&= \sigma(g, g_1)\omega(h_1, g_1)\omega(gh_1g^{-1}, gg_1)^{-1} \implies \\
&= \sigma(g, g_1)\omega(h, g)^{-1}\omega(h_1, g_1)^{-1}\sigma(h, g_1)\omega(h, gh_1g^{-1}, g)^{-1}\omega(h, gh_1g^{-1}) = \\
&= \sigma(h, g_1)\omega(h_1, g_1)\omega(gh_1g^{-1}, gg_1) = \\
&= \omega(h, g)\omega(h_1, g_1)\omega(g)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} = \\
&= \omega(h, g)\omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} = \\
&= \omega(h, g_1)\omega(h_1, g_1)\omega(g)\omega(h, g_1)\sigma(g, g_1)^{-1} = \\
&= \omega(h, g_1)\omega(h_1, g_1)\omega(h, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \\
&= \omega(h, g_1)\omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\omega(h, gh_1g^{-1}, g) = \\
&= \omega(h, g_1)\omega(h_1, g_1)\omega(h, gh_1g^{-1}, g) = \omega(h, g_1)\omega(h, gh_1g^{-1}, g) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)
\end{align*}
\]

By Definition 1, \(\omega(h, gh_1g^{-1})\omega(gh_1g^{-1}, gg_1) = \omega(h, gh_1g^{-1}gg_1)\omega(gh_1g^{-1}, gg_1) = \omega(h, gh_1g^{-1}, gg_1)\).

So, by Definition 1, (3.1) becomes \(\omega(h, g_1)\omega(h, gh_1g_1)\omega(gh_1g^{-1}, gg_1)\sigma(hg, h_1g_1)^{-1} = \omega(h, g)\omega(h_1, g_1)^{-1} \iff \omega(h, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h, g)\omega(h_1, g_1)\omega(gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h, g_1)\omega(h, gh_1g^{-1}, gg_1)\sigma(hg, h_1g_1) = \omega(h, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, gg_1)\sigma(hg, h_1g_1) \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(hg, h_1g_1) = \omega(h_1, g_1)\omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} \iff \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1) = \omega(h_1, g_1)\omega(h, gh_1g^{-1}, g)\sigma(g, g_1)^{-1} .
\]

4 Projectively equivalent representations of particular groups

4.1 Direct products of cyclic groups of the same order

Let \(G\) be a cyclic group of order \(n\). It is a consequence of Theorem 2.3.1, [13] that \(H^2(G, \mathbb{C}^*) = 1\). Hence by Lemma 26 (ii) every projective representation of \(G\) is projectively equivalent to a linear representation. The following is a direct proof of
this fact. Let $\omega$ be a factor set of $G$ in $\mathbb{C}$ and let $\rho$ be a projective representation of $G$ with the factor set $\omega$. If $x$ is a generator for $G$, then $\rho(x)^n = \mu(x)I$, where $I$ is the identity matrix and $\mu(x) = \omega(x, x)\omega(x^2, x)\ldots\omega(x^{n-1}, x)$. For each $x \in G$, fix $\lambda(x) \in \mathbb{C}^*$ such that $\lambda(x)^n = \mu(x)^{-1}$ and define $\rho'(x) = \lambda(x)\rho(x)$ for all $x \in G$. Then $(\rho'(x))^n = \lambda(x)^n\rho(x)^n = \mu(x)^{-1}\mu(x)I = I$, so $\rho'$ is a linear representation of $G$ which is projectively equivalent to $\rho$. In what follows, $G$ will denote the direct product $<x_1> \times \ldots \times <x_m>$ of $m$ cyclic groups of order $n$.

We fix a factor set $\omega$ of $G$ in $\mathbb{C}$ and put

$$\mu(i) = \prod_{j=1}^{n-1} \omega(x_i^j, x_i), \quad i = 1, m$$

$$\beta(i, j) = \omega(x_i, x_j)\omega^{-1}(x_j, x_i), \quad 1 \leq i < j \leq m$$

Replacing $\omega$ by an equivalent factor set, if necessary, we may assume that $\mu(i) = 1$ for all $i = 1, m$ and that $\beta(i, j)$ is an $n$-th root of 1.

We introduce the following notations:

If $n$ is odd, let $P$ and $Q$ be the $n \times n$ matrices defined by

$$P = \begin{pmatrix}
0 & 1 & 0 & 0 & \ldots & 0 \\
0 & 0 & 1 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & 0 & \ldots & 1 \\
1 & 0 & 0 & 0 & \ldots & 0
\end{pmatrix}, \quad Q = \begin{pmatrix}
0 & \varepsilon & 0 & 0 & \ldots & 0 \\
0 & 0 & \varepsilon^2 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & 0 & \ldots & \varepsilon^{n-1} \\
1 & 0 & 0 & 0 & \ldots & 0
\end{pmatrix}$$

If $n$ is even, let $P$ be defined as above and $Q = \begin{pmatrix}
0 & \delta & 0 & 0 & \ldots & 0 \\
0 & 0 & \delta^3 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & 0 & \ldots & \delta^{2n-3} \\
\delta^{2n-1} & 0 & 0 & 0 & \ldots & 0
\end{pmatrix}$,

where $\delta$ is a primitive $2n$-th root of 1 such that $\delta^2 = \varepsilon$. Put

$$R = \begin{cases}
P^{n-1}Q, & \text{if } n \text{ is odd} \\
\delta P^{n-1}Q, & \text{if } n \text{ is even}
\end{cases}$$

If $m$ is even, say $m = 2k$, set

$$E_i = R \otimes R \otimes \ldots \otimes R \otimes P \otimes I \otimes \ldots \otimes I$$

$$E_{k+i} = R \otimes R \otimes \ldots \otimes R \otimes Q \otimes I \otimes \ldots \otimes I, \quad i = 1, k$$

where $P$ and $Q$ appear in the $i$-th position and each tensor product has $k$ factors (here $I$ denotes the identity matrix).

If $m$ is odd, say $m = 2k + 1$, let

$$E_{2k+1} = R \otimes R \otimes \ldots \otimes R \ (k \text{ factors})$$

******************************************************************************
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Theorem 58. ([13]) Let $\omega$ be a factor set.

(i) If $m = 2k$ is even, then the map $\rho : G \rightarrow GL(n^k, \mathbb{C})$ defined by $\rho(x_i) = E_i, i = \overline{1,m}$ is the only up to linear equivalency irreducible projective representation of $G$ with the factor set $\omega$.

(ii) If $m = 2k + 1$ is odd, then $G$ has precisely $n$ irreducible linearly nonequivalent projective representations with the multiplier $\omega$, namely

$$\begin{cases} G \longrightarrow GL(n^k, \mathbb{C}) \\ x_i \mapsto \varepsilon^j E_i \end{cases}$$

$(j = 0, n-1, i = \overline{1, 2k+1})$

Proof. A straightforward calculation shows that $\rho$ and $\rho_j$, where $\rho_j(x_i) = \varepsilon^j E_i, j = 0, n-1$ are projective representations of $G$ with factor set $\omega$ for the cases (i) and (ii).

Furthermore, the representations $\rho_j$ are inequivalent. Indeed, for all $j = 0, n-1$,

$$(\varepsilon^j E_1)^{n-1}(\varepsilon^j E_{k+1})(\varepsilon^j E_2)^{n-1}(\varepsilon^j E_{k+2}) \ldots (\varepsilon^j E_k)^{n-1}(\varepsilon^j E_{2k}) (\varepsilon^j E_{2k+1})^{n-1} = = \varepsilon^{jn} I_{n^k} = \varepsilon^{-j} I_{n^k},$$

Thus the element $\pi_1^{n-1} \pi_{k+1}^{n-1} \pi_{k+2}^{n-1} \ldots \pi_k^{n-1} \pi_{2k} \pi_{2k+1}^{n-1}$ of $\mathbb{C}^nG$ if $n$ is odd (respectively, $\delta^k \pi_1^{n-1} \pi_{k+1}^{n-1} \pi_{2k+1}^{n-1}$ if $n$ is even) is represented by a distinct scalar matrix for each $j = 0, n-1$, which shows that the $\rho_j$ are linearly inequivalent.

We now claim that in the case (i), 1 is the only $\omega$-regular element of $G$, while in case (ii) there are exactly $n$ such elements. Once this is established the result will follow in view of these considerations:

Suppose that in case (i), 1 is the only $\omega$-regular element of $G$. By Theorem 3.6.7, [13] we conclude that $\mathbb{C}^nG \cong M_d(\mathbb{C})$ for some $d \geq 1$. Comparing the $\mathbb{C}$-dimensions of both sides yields $\mathbb{C}^nG \cong M_{n^k}(\mathbb{C})$ which establishes the case $m = 2k$.

Suppose that in case (ii) there are exactly $n$ $\omega$-regular elements of $G$. By Theorem 7.9.5 (i), [13], all irreducible projective representations of $G$ with the factor set $\omega$ are projectively equivalent and hence have the same dimension. By Theorem 6.7, [13], $\mathbb{C}^nG \cong M_{n^k}(\mathbb{C}) \times \ldots \times M_{n^k}(\mathbb{C})$ ($n$ factors) and therefore we are left to sustain our claim.

Let $\rho$ be a projective representation of $G$ with the factor set $\omega$ and let $\rho(x_i) = e_i, i = \overline{1,m}$. Then we must determine the number of elements $a = e_{k_1}^{\omega_1} \ldots e_{k_r}^{\omega_r}$, where $1 \leq k_1 < k_2 < \ldots < k_r \leq m, 0 \leq \omega_i \leq n-1, i = \overline{1,r}$ such that $e_i^{-1} a e_i = a, i = \overline{1,m}$.

In particular, we must have $e_{k_i}^{-1} a e_{k_i} = a, i = \overline{1,r}$.

A straightforward calculation shows that $e_{k_i}^{-1} a e_{k_i} = e^{(\omega_1+\ldots+\omega_{i-1} - \omega_{i+1} - \ldots - \omega_r)} a, i = \overline{1,r}$ and thus we must have $AX \equiv 0(\text{mod } n)$, where $A$ is the $r \times r$ matrix.
\[
\begin{pmatrix}
1 & 1 & \ldots & 1 & 0 \\
1 & 1 & \ldots & 0 & -1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & -1 & \ldots & -1 & -1
\end{pmatrix}
\]
and \(X' = (\omega_1, \ldots, \omega_r)\). An easy calculation shows that
\[
\det A = \begin{cases}
0, & \text{if } r \text{ is odd} \\
(-1)^\lambda, & \text{if } r = 2\lambda \text{ is even}
\end{cases}
\]

If therefore follows that if \(r\) is even, then the only solution is the trivial solution \(\omega_1 = \omega_2 = \ldots = \omega_r = 0\). On the other hand, if \(r = 2\lambda + 1\) is odd, the system of linear congruences above reduces to \(\omega_1 \equiv -\omega_2 \equiv \omega_3 \equiv \ldots \equiv -\omega_\lambda \equiv \omega_{2\lambda + 1} \pmod{n}\).

The conclusion is that if \(x_{k_1}^{i_1} \cdots x_{k_r}^{i_r}\) is a \(\omega\)-regular element, it must be of the form \(x_{k_1}^{i_1} x_{k_2}^{i_2} \cdots x_{k_{r-1}}^{i_{r-1}} x_{k_r}^{i_r}, i = 0, n - 1\).

But for \(k \neq k_i\) we must also have \(\varepsilon_k^{-1}a = \varepsilon_k\).

If \(k \neq k_i\) for \(i = 1, r\) and we put \(k_0 = 1, k_{r+1} = m\), then \(k > k_j\) and \(k < k_{j+1}\) for some \(j = 0, r + 1\) and \(\varepsilon_k^{-1}a = \varepsilon^{(\omega_1 + \omega_{k-1} + \ldots + \omega_r)}\) for suitable \(i = 0, n - 1\). In other words, if \(r < m\), then \(i = 0\). Consequently, if \(m = 2k\) is even, \(1\) is the only \(\omega\)-regular element and if \(m = 2k + 1\) is odd, the \(\omega\)-regular elements of \(G\) are given by \(x_{1}^{i_1} x_{2}^{i_2} \cdots x_{2k}^{i_{2k+1}}, i = 0, n - 1\).

Thus we have sustained our claim and the result follows. \hfill \Box

In what follows \(G\) will denote the group in Theorem 58 and \(n = 2k\) is even.

Let \(A = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, B = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, C = \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix}, D = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\) and for \(i = 1, \ldots, m\), let \(M_{2i-1} = D \otimes D \otimes \ldots \otimes D \otimes B \otimes A \otimes \ldots \otimes A\) and \(M_{2i} = D \otimes D \otimes \ldots \otimes D \otimes C \otimes A \otimes \ldots \otimes A\) be tensor products, where \(B\) and \(C\) are in the \(i\)-th position and each product has \(t\) factors. If \(m = 2t\) and \(\varepsilon\) is a primitive \(n = 2k\)-th root of \(1\), for \(i = 1, m\) and \(0 \leq \lambda_i < k\), define \(\rho_{(\lambda_1, \ldots, \lambda_m)}(g_i) = \varepsilon^{\lambda_i} M_i\).

**Theorem 59.** (\([13]\)) The following properties hold:

(i) If \(m = 2t\) is even, then \(G\) has precisely \(k^m\) linearly nonequivalent irreducible projective representations with factor set \(\omega\), namely \(G \rightarrow GL(2^t, \mathbb{C})\), \(g_i \mapsto \rho_{(\lambda_1, \ldots, \lambda_m)}(g_i), 0 \leq \lambda_i < k, i = 1, m\).

(ii) If \(m = 2t + 1\) is odd, then \(G\) has precisely \(2k^m\) linearly nonequivalent irreducible projective representations with the factor set \(\omega\), namely \(G \rightarrow GL(2^t, \mathbb{C})\), \(g_i \mapsto \pm \rho_{(\lambda_1, \ldots, \lambda_m)}(g_i), 0 \leq \lambda_i < k, i = 1, m\).

**Proof.** An easy calculation shows that the formulas of (i) and (ii) define projective representations with the factor set \(\omega\) of \(G\) and that these representations are linearly inequivalent. Applying the argument employed in the proof of Theorem 58, it is sufficient to show that if \(m\) is even, then there are exactly \((\frac{m}{2})^m\) \(\omega\)-regular elements in \(G\), while in the case where \(m\) is odd the number of such elements is \(2(\frac{m}{2})^m\).
Let $\rho$ be a projective representation of $G$ with the factor set $\omega$ and let $\rho(g_i) = e_i, i = 1, m$. A straightforward calculation shows that if $r$ is even, then $g_{k_1}^{\omega_1} \cdots g_{k_r}^{\omega_r}$ is $\omega$-regular if and only if $\alpha_i \equiv 0 \pmod{2}$, that is $\alpha_i = 0, n - 2$. If $r$ is odd and $\alpha_i = 1, . . . , n - 2$ or $\alpha_i = 0, 1, . . . , n - 1$, then $\alpha_i \equiv 0 \equiv \ldots \equiv \alpha_r \pmod{2}$.

Hence, if $m \equiv 0 \pmod{2}$, then $g^{\omega_1} \cdots g^{\omega_m}$ is equivalent to a linear representation.

If $s \neq k_j$ for any $i = 1, r$, then $e^{-1}ae = a$ implies that $\alpha_1 + \ldots + \alpha_r \equiv 0 \pmod{2}$ or $\rho_i \equiv 0 \pmod{2}$.

Because $r$ is odd, the latter implies that $\alpha_r \equiv 0 \pmod{2}$. Consequently, if $r$ is odd and $r < m$, then $g_{k_1}^{\omega_1} \cdots g_{k_r}^{\omega_r}$ is $\omega$-regular if and only if $\alpha_1 = 0, 2, . . . , n - 2$.

Hence, if $m$ is even, the $\omega$-regular elements are $g_1^{\omega_1} \cdots g_m^{\omega_m}$, where $\alpha_1 = 0, 2, . . . , n - 2$, $i = 1, m$, and $\alpha_i = 1, 3, . . . , n - 1$, proving that there are exactly $(\frac{n}{2})^m$ $\omega$-regular elements in $G$.

Finally, if $m$ is odd, the $\omega$-regular elements are $g_1^{\omega_1} \cdots g_m^{\omega_m}$, where $\alpha_i = 0, 2, . . . , n - 2$, $i = 1, m$ and $\alpha_i = 1, 3, . . . , n - 1$, proving that there are exactly $2(\frac{n}{2})^m$ $\omega$-regular elements in $G$.

\[\square\]

### 4.2 Dihedral groups

Let $D_n$ be the dihedral group of order $2n$ defined by $D_n = \langle a, b | a^n = 1, b^2 = 1, bab^{-1} = a^{-1} \rangle$. Let $\varepsilon$ be a primitive $n$-th root of 1 and let $\omega: D_n \times D_n \to \mathbb{C}^*$ be defined by $\omega(a^i, a^jb^k) = 1$ and $\omega(a^i, a^jb^k) = \varepsilon^j$ for all $i, j = 0, n - 1$ and $k = 0, 1$.

If $n$ is even, for each $r \in \{0, \ldots, \frac{n}{2}\}$ put $A_r = \begin{pmatrix} \varepsilon^r & 0 \\ 0 & \varepsilon^{1-r} \end{pmatrix}, B_r = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and let $\rho_r: D_n \to GL(2, \mathbb{C})$ be defined by $\rho_r(a^ib^j) = A_r^i B_r^j, i, j = 0, n - 1$.

**Theorem 60. ([13])**

(i) If $n$ is odd, then every projective representation of $D_n$ in $\mathbb{C}$ is projectively equivalent to a linear representation.

(ii) Suppose that $n$ is even. Then for a factor set $\omega$ of $D_n$, the following properties hold:

(a) $\rho_1, \rho_2, \ldots, \rho_{\frac{n}{2}}$ are all linearly nonequivalent irreducible projective representations of $D_n$ with the factor set $\omega$.

(b) There are exactly $\frac{n}{2}$ $\omega$-regular classes of $D_n$, namely $\{1\}, \{a, a^{-1}\}, \{a^2, a^{-2}\}, \ldots, \{a^\frac{n-1}{2}, a^{-\frac{n-1}{2}} + 1\}$.

(c) The elements $z_0 = 1$ and $z_i = \overline{a}^i + \varepsilon^i a^{-i}, 1 \leq i \leq \frac{n}{2} - 1$ constitute a $\mathbb{C}$-basis for the center of $\mathbb{C}^\omega D_n$.

(d) Every irreducible projective representation of $D_n$ is either projectively equivalent to a linear representation or projectively equivalent to a projective representation $\rho_i$ with the factor set $\omega$ for a suitable $i \in \{1, \ldots, \frac{n}{2}\}$.

(iii) For any factor set $\beta$ of $D_n$ in $\mathbb{C}$ either $\mathbb{C}^\beta D_n \cong CD_n$ or $n$ is even and $\mathbb{C}^\beta D_n \cong \mathbb{C}^\omega D_n$.
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Proof. (i) This is a consequence of Proposition 4.6.4, [13]. Let $\beta$ be a factor set of $D_n$ and let be a projective representation of $D_n$ with the factor set $\beta$. Then there are $\lambda, \mu, \nu \in \mathbb{C}^*$ such that $(\rho(a))^n = \mu I, (\rho(b))^2 = \mu I, \rho(b)\rho(a)\rho(b)^{-1} = \nu \rho(a)^{-1}$.

Replacing $\rho(a)$ by $\lambda^{-\frac{1}{2}} \rho(a)$ and $\rho(b)$ by $\mu^{-\frac{1}{2}} \rho(b)$ if necessary, we may assume that

$$\tag{4.1} (\rho(a))^n = I, (\rho(b))^2 = I, \rho(b)\rho(a)\rho(b)^{-1} = \nu \rho(a)^{-1}$$

Raising the third equality to the $n$-th power and taking into account the first and the second equalities, we deduce that $\nu^n = 1$. Hence $\nu = \varepsilon^m$ for some positive integer $m$. If $k$ is a positive integer, then replacement of $\rho(a)$ by $\varepsilon^{-k}\rho(a)$ does not change the first two equalities of (4.1) and the third becomes

$$\tag{4.2} \rho(b)\rho(a)\rho(b)^{-1} = \varepsilon^{m-2k} \rho(a)^{-1}$$

Since $n$ is odd, $\langle \varepsilon^2 \rangle = \langle \varepsilon \rangle$ and hence $\varepsilon^m = \varepsilon^{2k}$ for some $k \geq 1$. Choosing the $k$ above, we finally obtain from (4.1) and (4.1), $(\rho(a))^n = I, (\rho(b))^2 = I, \rho(b)\rho(a)\rho(b)^{-1} = \rho(a)^{-1}$ and the desired assertion follows.

(ii) Observe that if $m$ of (4.1) is even, then $\rho$ is projectively equivalent to a linear representation. In case $m$ is odd, $\nu$ is a primitive $n$-th root of 1 and hence we may replace $\nu$ by $\varepsilon$ in (4.1). Thus if $\rho$ is not projectively equivalent to a linear representation, then up to projective equivalency, the matrices $\rho(a)$ and $\rho(b)$ satisfy the following equalities:

$$\tag{4.3} (\rho(a))^n = I, (\rho(b))^2 = I, \rho(b)\rho(a)\rho(b)^{-1} = \varepsilon \rho(a)^{-1}$$

In particular, if we put $\rho(a) = A_r$ and $\rho(b) = B_r$, then a straightforward calculation shows that $A_r$ and $B_r$ satisfy (4.1); hence for each $r \in \{1, \ldots, \frac{n}{2}\}$, $\rho_r$ is a projective representation and in fact an easy calculation shows that each $\rho_r$ is a projective representation with the factor set $\omega$.

Observe that $a_\frac{n}{2} \in Z(D_n)$ and that $\omega(a_\frac{n}{2}, b) = 1$ and $\omega(b, a_\frac{n}{2}) = \varepsilon_\frac{n}{2} \neq 1$. Hence $a_\frac{n}{2}$ is not $\omega$-regular, so $\omega$ is not a coboundary. It follows that all irreducible projective representations with the factor set $\omega$ of $D_n$ have degree $\geq 2$ and therefore each $\rho_r$ is irreducible. By looking at the restriction $\rho_r$ to $\langle a \rangle$, it follows that $\rho_1, \ldots, \rho_\frac{n}{2}$ are linearly nonequivalent. Since $\sum_{i=1}^{\frac{n}{2}} (\text{deg} \rho_i)^2 = 2n = |D_n|$, we conclude that $\rho_1, \ldots, \rho_\frac{n}{2}$ are all linearly nonequivalent irreducible projective representations of $D_n$ with the factor set $\omega$, proving (a).

By Theorem 6.7, [13], $D_n$ has exactly $\frac{n}{2}$ $\omega$-regular classes. Note that for each $i \in \{1, \ldots, \frac{n}{2} - 1\}$, $ba^ib^{-1}a^{-i} = a^i \neq a^i$ for otherwise $a^{2i} = 1$, so $(a^i)^2 = 1$, contrary to the fact that $a_\frac{n}{2}$ is the only element of order 2 in $\langle a \rangle$. It follows that for each
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Theorem 61. \[13\]

Let $S_n$ be the symmetric group of degree $n$. Then $S_n$ is generated by the transpositions

$$t_1 = (12), t_2 = (23), \ldots, t_{n-1} = (n-1\ n)$$

with the defining relations $t_i^2 = (t_it_{j+1})^3 = (t_it_j)^2$ for $1 \leq i \leq n-1, 1 \leq j \leq n-2, r \leq s-2$. The last equality can be rewritten as $t_rt_s = t_st_r$.

Theorem 61. \[13\]

(i) If $n < 4$, then every projective representation of $S_n$ is projectively equivalent to a linear representation.

(ii) Suppose that $n \geq 4$. Then the following properties hold:

(a) Every projective representation of $S_n$ is projectively equivalent to a representation $\rho$ satisfying

$$\lambda I, (\rho(t_j)\rho(t_{j+1}))^3 = \lambda I, \rho(t_i)\rho(t_s) = \lambda \rho(t_s)\rho(t_i)$$

where $\lambda = \pm 1$. In the case $\lambda = 1$, $\rho$ is a linear representation of $S_n$.

(b) For each partition $n = n_1 + n_2 + \ldots + n_k$ of $n$ with $n_1 > n_2 > \ldots > n_k > 0$ there is a projective representation $\rho$ such that

$$\deg \rho = 2^n \prod_{1 \leq i<j \leq k} \frac{n_i - n_j}{n_i + n_j}$$

where $[\frac{n-k}{2}]$ is the largest integer $\leq \frac{n-k}{2}$. Furthermore, $\rho$ satisfies (4.1) for $\lambda = -1$ and $\rho$ is not projectively equivalent to a linear representation.

4.3 Symmetric groups

Let $S_n$ be the symmetric group of degree $n$. Then $S_n$ is generated by the transpositions

$$t_1 = (12), t_2 = (23), \ldots, t_{n-1} = (n-1\ n)$$

with the defining relations $t_i^2 = (t_it_{j+1})^3 = (t_it_j)^2$ for $1 \leq i \leq n-1, 1 \leq j \leq n-2, r \leq s-2$. The last equality can be rewritten as $t_rt_s = t_st_r$.

Theorem 61. \[13\]

(i) If $n < 4$, then every projective representation of $S_n$ is projectively equivalent to a linear representation.

(ii) Suppose that $n \geq 4$. Then the following properties hold:

(a) Every projective representation of $S_n$ is projectively equivalent to a representation $\rho$ satisfying

$$\lambda I, (\rho(t_j)\rho(t_{j+1}))^3 = \lambda I, \rho(t_i)\rho(t_s) = \lambda \rho(t_s)\rho(t_i)$$

where $\lambda = \pm 1$. In the case $\lambda = 1$, $\rho$ is a linear representation of $S_n$.

(b) For each partition $n = n_1 + n_2 + \ldots + n_k$ of $n$ with $n_1 > n_2 > \ldots > n_k > 0$ there is a projective representation $\rho$ such that

$$\deg \rho = 2^n \prod_{1 \leq i<j \leq k} \frac{n_i - n_j}{n_i + n_j}$$

where $[\frac{n-k}{2}]$ is the largest integer $\leq \frac{n-k}{2}$. Furthermore, $\rho$ satisfies (4.1) for $\lambda = -1$ and $\rho$ is not projectively equivalent to a linear representation.
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Proof. (i) If \( n < 4 \), then all Sylow \( p \)-groups of \( S_n \) are cyclic and hence by Corollary 2.3.25, \([13]\), \( H^2(S_n, \mathbb{C}^*) = 1 \). The desired conclusion follows by Lemma 26, (ii).

(ii) Let \( \Gamma \) be a projective representation of \( S_n \) and let \( \Gamma(t_i) = A_i \). Then there are \( a_i, b_j \) and \( c_{rs} \) in \( \mathbb{C}^* \) such that

\[
\begin{align*}
(4.5) \quad & A_i^2 = a_i I, 1 \leq i \leq n - 1 \\
(4.6) \quad & (A_j A_{j+1})^3 = b_j I, 1 \leq j \leq n - 2 \\
(4.7) \quad & A_r A_s = c_{rs} A_s A_r, r \leq s - 2
\end{align*}
\]

From (4.1) \( A_r A_s A_r^{-1} = c_{rs} A_s \) and squaring both sides gives

\[
(4.8) \quad c_{rs}^2 = 1.
\]

Let \( t_r = (r \ r+1) \) and \( t_s = (s \ s+1) \), where \( s > r + 1 \). Then \( r, r+1, s, s+1 \) are four distinct elements. Let \( t'_r = (r' \ r'+1) \), \( t'_s = (s' \ s'+1) \) and let \( t \in S_n \) be defined by

\[
t = \begin{bmatrix}
... & r & r + 1 & ... & s & s + 1 & ... \\
... & r' & r'+1 & ... & s' & s'+1 & ...
\end{bmatrix}.
\]

Then \( t t_r t^{-1} = t_r \) and \( t t_s t^{-1} = t'_s \) and so setting \( \Gamma(t) = A \), we obtain

\[
(4.9) \quad AA_r A_r^{-1} = c_{A_r}, AA_s A_s^{-1} = d_{A_s}
\]

for some \( c, d \in \mathbb{C}^* \). From (4.1) it follows that \( AA_r A_r^{-1} AA_s A_s^{-1} = c_{rs} AA_s A_s^{-1} AA_r A_r^{-1} \). Invoking (4.1), we therefore deduce that \( cd A_{r'} A_{s'} = cd c_{rs} A_{s'} A_{r'} \) or \( A_r A_{s'} = c_{rs} A_{s'} A_{r'} \), which in view of (4.1) implies that \( c_{rs} = c_{r's'} \).

Thus by (4.1), all the \( c_{rs} \) are equal to \( \lambda = \pm 1 \). From (4.1) it follows that \( A_j A_{j+1} A_j = b_j A_{j+1}^{-1} A_{j+1}^{-1} A_{j+1} \) and squaring both sides gives

\[
(4.10) \quad A_j A_{j+1} A_j^2 A_{j+1} A_j = b_j^2 A_{j+1}^{-1} A_{j+1}^{-1} A_{j+1}^{-1} A_{j+1} A_j = b_j^2 a_{j+1} a_j^2 = b_j^3 a_j a_{j+1}^3
\]

Since we may replace each \( A_i \) by its scalar multiple, the elements \( a_i \) of \( \mathbb{C}^* \) can be chosen arbitrarily. Setting \( a_1 = a_2 = \ldots = a_{n-1} = \lambda \) it follows from (4.1) that \( b_j = \pm 1 \). Replacing \( \Gamma \) by a projectively equivalent representation \( \rho \) such that \( \rho(t_i) = A_i, \rho(t_2) = \lambda b_1 A_2, \rho(t_3) = b_1 b_2 A_3, \rho(t_4) = \lambda b_1 b_2 b_3 A_4, \ldots \) it follows that \( \rho(t_i)^2 = \lambda I, (\rho(t_i)\rho(t_{i+1}))^3 = \lambda I, \rho(t_r) \rho(t_s) = \lambda \rho(t_s) \rho(t_r) \) proving (ii) (a). For the proof of (ii) (b) we refer to the original paper of Schur [26].

\[
\square
\]
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